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Chapter 49

Further topics

I conclude the volume with notes on six almost unconnected special topics. In §491 I look at equidis-
tributed sequences and the ideal Z of sets with asymptotic density zero. I give the principal theorems on
the existence of equidistributed sequences in abstract topological measure spaces, and examine the way in
which an equidistributed sequence can induce an embedding of a measure algebra in the quotient algebra
PN/Z. The next three sections are linked. In §492 I present some forms of ‘concentration of measure’ which
echo ideas from §476 in combinatorial, rather than geometric, contexts, with theorems of Talagrand and
Maurey on product measures and the Haar measure of a permutation group. In §493 I show how the ideas
of §§449, 476 and 492 can be put together in the theory of ‘extremely amenable’ topological groups. Some of
the important examples of extremely amenable groups are full groups of measure-preserving automorphisms
of measure algebras, previously treated in §383; these are the subject of §494, where I look also at some
striking algebraic properties of these groups. In §495, I move on to Poisson point processes, with notes on
disintegrations and some special cases in which they can be represented by Radon measures. In §496, I
revisit the Maharam submeasures of Chapter 39, showing that various ideas from the present volume can
be applied in this more general context. In §497, I give a version of Tao’s proof of Szemerédi’s theorem on
arithmetic progressions, based on a deep analysis of relative independence, as introduced in §458. Finally, in
§498 I give a pair of simple, but perhaps surprising, results on subsets of sets of positive measure in product
spaces.

Version of 26.5.24

491 Equidistributed sequences

In many of the most important topological probability spaces, starting with Lebesgue measure (491Eb,
491Xg), there are sequences which are equidistributed in the sense that, in the limit, they spend the right pro-
portion of their time in each part of the space (491Yi). I give the basic results on existence of equidistributed
sequences in 491E-491H, 491Q and 491R. Investigating such sequences, we are led to some interesting prop-
erties of the asymptotic density ideal Z and the quotient algebra Z = PN/Z (491A, 491I-491K, 491P).
For ‘effectively regular’ measures (491L-491M), equidistributed sequences lead to embeddings of measure
algebras in Z (491N).

491A The asymptotic density ideal (a) If I is a subset of N, its upper asymptotic density is
d∗(I) = lim supn→∞

1
n (I ∩ n), and its asymptotic density is d(I) = limn→∞

1
n#(I ∩ n) if this is defined.

It is easy to check that d∗ is a submeasure on PN (definition: 392A), so that

Z = {I : I ⊆ N, d∗(I) = 0} = {I : I ⊆ N, d(I) = 0}

is an ideal, the asymptotic density ideal.

(b) Note that

Z = {I : I ⊆ N, limn→∞ 2−n#(I ∩ 2n+1 \ 2n) = 0}.

PPP If I ⊆ N and d∗(I) = 0, then

2−n#(I ∩ 2n+1 \ 2n) ≤ 2 · 2−n−1#(I ∩ 2n+1)→ 0
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2 Further topics 491Ab

as n → ∞. In the other direction, if limn→∞ 2−n#(I ∩ 2n+1 \ 2n) = 0, then for any ǫ > 0 there is an
m ∈ N such that #(I ∩ 2k+1 \ 2k) ≤ 2kǫ for every k ≥ m. In this case, for n ≥ 2m, take kn such that
2kn ≤ n < 2kn+1, and see that

1

n
#(I ∩ n) ≤ 2−kn(#(I ∩ 2m) +

∑kn
k=m 2kǫ) ≤ 2−kn#(I ∩ 2m) + 2ǫ→ 2ǫ

as n→∞, and d∗(I) ≤ 2ǫ; as ǫ is arbitrary, I ∈ Z. QQQ

(c) Writing D for the domain of d,

D = {I : I ⊆ N, lim sup
n→∞

1

n
#(I ∩ n) = lim inf

n→∞

1

n
#(I ∩ n)}

= {I : I ⊆ N, d∗(I) = 1− d∗(N \ I)},

N ∈ D, if I, J ∈ D and I ⊆ J then J \ I ∈ D,

if I, J ∈ D and I ∩ J = ∅ then I ∪ J ∈ D and d(I ∪ J) = d(I) + d(J).

It follows that if I ⊆ D and I ∩J ∈ I for all I, J ∈ I, then the subalgebra of PN generated by I is included
in D (313Ga). But note that D itself is not a subalgebra of PN (491Xa).

(d) The following elementary fact will be useful. If 〈ln〉n∈N is a strictly increasing sequence in N such
that limn→∞ ln+1/ln = 1, and I ⊆ R, then

d∗(I) ≤ lim supn→∞
1

ln+1−ln
#(I ∩ ln+1 \ ln).

PPP Set γ = lim supn→∞
1

ln+1−ln
#(I ∩ ln+1 \ ln), and take ǫ > 0. Let n0 be such that #(I ∩ ln+1 \ ln) ≤

(γ + ǫ)(ln+1 − ln) and ln+1 − ln ≤ ǫln for every n ≥ n0, and write M for #(I ∩ ln0
). If m > ln0

, take k such
that lk ≤ m < lk+1; then

#(I ∩m) ≤M +
k−1∑

n=n0

#(I ∩ ln+1 \ ln) + (m− lk)

≤M +

k−1∑

n=n0

(γ + ǫ)(ln+1 − ln) + lk+1 − lk ≤M +m(γ + ǫ) + ǫm,

so

1

m
#(I ∩m) ≤

M

m
+ γ + 2ǫ.

Accordingly d∗(I) ≤ γ + 2ǫ; as ǫ is arbitrary, d∗(I) ≤ γ. QQQ

*(e) The following remark will not be used directly in this section, but is one of the fundamental properties
of the ideal Z. If 〈In〉n∈N is any sequence in Z, there is an I ∈ Z such that In \ I is finite for every n. PPP
Set Jn =

⋃
j≤n Ij for each n, so that 〈Jn〉n∈N is a non-decreasing sequence in Z. Let 〈ln〉n∈N be a strictly

increasing sequence in N such that, for each n, #(Jn ∩ k) ≤ 2−nk for every k ≥ ln. Set I =
⋃
n∈N

Jn \ ln.
Then In \ I ⊆ ln is finite for each n. Also, if n ∈ N and ln ≤ k < ln+1,

#(I ∩ k) ≤ #(Jn ∩ k) ≤ 2−nk,

so I ∈ Z. QQQ

491B Equidistributed sequences Let X be a topological space and µ a probability measure on X.
I say that a sequence 〈xi〉i∈N in X is (asymptotically) equidistributed if d∗({i : xi ∈ F}) ≤ µF for
every measurable closed set F ⊆ X; equivalently, if lim infn→∞

1
n#({i : i < n, xi ∈ G}) ≥ µG for every

measurable open set G ⊆ X.
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491C Equidistributed sequences 3

Remark Equidistributed sequences are often called uniformly distributed. Traditionally, such sequences
have been defined in terms of their action on continuous functions, as in 491Cf. I have adopted the definition
here in order to deal both with Radon measures on spaces which are not completely regular (so that we
cannot identify the measure with an integral) and with Baire measures (so that there may be closed sets
which are not measurable). Note that we cannot demand that the sets {i : xi ∈ F} should have well-defined
densities (491Ye).

491C I work through a list of basic facts. The technical details (if we do not specialize immediately to
metrizable or compact spaces) are not quite transparent, so I set them out carefully.

Proposition Let X be a topological space, µ a probability measure on X and 〈xi〉i∈N a sequence in X.
(a) 〈xi〉i∈N is equidistributed iff lim infn→∞

1
n+1

∑n
i=0 f(xi) ≥

∫
fdµ for every measurable bounded lower

semi-continuous function f : X → R.
(b) If µ measures every zero set and 〈xi〉i∈N is equidistributed, then limn→∞

1
n+1

∑n
i=0 f(xi) =

∫
fdµ for

every f ∈ Cb(X).
(c) Suppose that µ measures every zero set in X. If limn→∞

1
n+1

∑n
i=0 f(xi) =

∫
fdµ for every f ∈ Cb(X),

then d∗({i : xi ∈ F}) ≤ µF for every zero set F ⊆ X.
(d) Suppose that X is normal and that µ measures every zero set and is inner regular with respect to the

closed sets. If limn→∞
1

n+1

∑n
i=0 f(xi) =

∫
fdµ for every f ∈ Cb(X), then 〈xi〉i∈N is equidistributed.

(e) Suppose that µ is τ -additive and there is a base G for the topology of X, consisting of measurable
sets and closed under finite unions, such that lim infn→∞

1
n+1#({i : i ≤ n, xi ∈ G}) ≥ µG for every G ∈ G.

Then 〈xi〉i∈N is equidistributed.
(f) Suppose that X is completely regular and that µ measures every zero set and is τ -additive. Then

〈xi〉i∈N is equidistributed iff the limit limn→∞
1

n+1

∑n
i=0 f(xi) is defined and equal to

∫
fdµ for every f ∈

Cb(X).
(g) Suppose that X is metrizable and that µ is a topological measure. Then 〈xi〉i∈N is equidistributed iff

the limit limn→∞
1

n+1

∑n
i=0 f(xi) is defined and equal to

∫
fdµ for every f ∈ Cb(X).

(h) Suppose that X is compact, Hausdorff and zero-dimensional, and that µ is a Radon measure on X.
Then 〈xi〉i∈N is equidistributed iff d({i : xi ∈ G}) = µG for every open-and-closed subset G of X.

proof (a)(i) Suppose that 〈xi〉i∈N is equidistributed. Let f : X → [0, 1] be a measurable lower semi-

continuous function and k ≥ 1. For each j ≤ k set Gj = {x : f(x) > j
k}. Then

lim infn→∞
1

n+1

∑n
j=1 χGj(xi) = lim infn→∞

1

n+1
#({i : i ≤ n, xi ∈ Gj}) ≥ µGj

because 〈xi〉i∈N is equidistributed and Gj is a measurable open set. Also f − 1
kχX ≤

1
k

∑k
j=1 χGj ≤ f , so

∫
fdµ−

1

k
≤

1

k

k∑

j=1

µGj ≤
1

k

k∑

j=1

lim inf
n→∞

1

n+1

n∑

i=0

χGj(xi)

≤
1

k
lim inf
n→∞

1

n+1

n∑

i=0

k∑

j=1

χGj(xi) ≤ lim inf
n→∞

1

n+1

n∑

i=0

f(xi).

As k is arbitrary, lim infn→∞
1

n+1

∑n
i=0 f(xi) ≥

∫
fdµ.

The argument above depended on f taking values in [0, 1]. But multiplying by an appropriate positive
scalar we see that lim infn→∞

1
n+1

∑n
i=0 f(xi) ≥

∫
fdµ for every bounded measurable lower semi-continuous

f : X → [0,∞[, and adding a multiple of χX we see that the same formula is valid for all bounded measurable
lower semi-continuous f : X → R.

(ii) Conversely, if lim infn→∞
1

n+1

∑n
i=0 f(xi) ≥

∫
fdµ for every bounded measurable lower semi-

continuous f : X → R, and G ⊆ X is a measurable open set, then χG is lower semi-continuous, so
lim infn→∞

1
n+1#({i : i ≤ n, xi ∈ G}) ≥ µG. As G is arbitrary, 〈xi〉i∈N is equidistributed.

(b) Apply (a) to the lower semi-continuous functions f and −f . (Recall that if µ measures every zero
set, then every bounded continuous real-valued function is integrable, by 4A3L.)
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4 Further topics 491C

(c) Let F ⊆ X be a zero set, and ǫ > 0. Then there is a continuous f : X → R such that F = f−1[{0}].

Let δ > 0 be such that µ{x : 0 < |f(x)| ≤ δ} ≤ ǫ, and set g = (χX −
1

δ
|f |)+. Then g : X → [0, 1] is

continuous and χF ≤ g, so

d∗({i : xi ∈ F}) ≤ lim sup
n→∞

1

n+1

n∑

i=0

g(xi)

=

∫
g dµ ≤ µ{x : |f(x)| ≤ δ} ≤ µF + ǫ.

As ǫ and F are arbitrary, we have the result.

(d) Let F ⊆ X be a measurable closed set and ǫ > 0. Because µ is inner regular with respect to the
closed sets, there is a measurable closed set F ′ ⊆ X \F such that µF ′ ≥ µ(X \F )− ǫ. Because X is normal,
there is a continuous function f : X → [0, 1] such that χF ≤ f ≤ χ(X \ F ′). Now

d∗({i : xi ∈ F}) ≤ lim supn→∞
1

n+1

∑n
i=0 f(xi) =

∫
fdµ ≤ µ(X \ F ′) ≤ µF + ǫ.

As F and ǫ are arbitrary, 〈xi〉i∈N is equidistributed.

(e) Let G ⊆ X be a measurable open set, and ǫ > 0. Then H = {H : H ∈ G, H ⊆ G} is upwards-directed
and has union G; since µ is τ -additive, there is an H ∈ H such that µH ≥ µG− ǫ. Now

µG ≤ ǫ+ µH ≤ ǫ+ lim inf
n→∞

1

n
#({i : i < n, xi ∈ H})

≤ ǫ+ lim inf
n→∞

1

n
#({i : i < n, xi ∈ G});

as ǫ and G are arbitrary, 〈xi〉i∈N is equidistributed.

(f)(i) If 〈xi〉i∈N is equidistributed then (b) tells us that limn→∞
1

n+1

∑n
i=0 f(xi) =

∫
fdµ for every

f ∈ Cb(X). (ii) Suppose that limn→∞
1

n+1

∑n
i=0 f(xi) =

∫
fdµ for every f ∈ Cb(X). If G ⊆ X is a cozero

set, we can apply (c) to its complement to see that lim infn→∞
1

n+1#({i : i ≤ n, xi ∈ G}) ≥ µG. So applying

(e) with G the family of cozero sets we see that 〈xi〉i∈N is equidistributed.

(g) Because every closed set is a zero set, this follows at once from (b) and (c).

(h) If 〈xi〉i∈N is equidistributed and G ⊆ X is open-and-closed, then d∗({i : xi ∈ G}) ≤ µG because G
is closed and d∗({i : xi /∈ G}) ≤ 1 − µG because G is open; so d({i : xi ∈ G}) = µG. If the condition is
satisfied, then (e) tells us that 〈xi〉i∈N is equidistributed.

491D The next lemma provides a useful general criterion for the existence of equidistributed sequences.

Lemma Let X be a topological space and µ a probability measure on X. Suppose that there is a sequence
〈νn〉n∈N of point-supported probability measures on X such that lim supn→∞ νnF ≤ µF for every measurable
closed set F ⊆ X. Then µ has an equidistributed sequence.

proof For each n ∈ N, let qn : X → [0, 1] be such that νnE =
∑
x∈E qn(x) for every E ⊆ X. Let

q′n : X → [0, 1] be such that
∑
x∈X q

′
n(x) = 1, Kn = {x : q′n(x) > 0} is finite, q′n(x) is rational for every

x, and
∑
x∈X |qn(x) − q′n(x)| ≤ 2−n; then lim supn→∞ ν′nF ≤ µF for every measurable closed F , where ν′n

is defined from q′n. For each n, let sn ≥ 1 be such that rn(x) = q′n(x)sn is an integer for every x ∈ Kn.
Let 〈xni〉i<sn be a family in Kn such that #({i : i < sn, xni = x}) = rn(x) for each x ∈ Kn; then

ν′nE =
1

sn
#({i : i < sn, xni ∈ E}) for every E ⊆ X.

Let 〈mk〉k∈N be such that sk+1 ≤ 2−k
∑k
j=0mjsj for each k. Set l0 = 0. Given ln, take the largest k

such that
∑k−1
j=0 mjsj ≤ ln; set ln+1 = ln + sk and xi = xk,i−ln for ln ≤ i < ln+1; continue. By the choice of

the mk, ln+1/ln → 1 as n→∞. For any E ⊆ X, #({i : ln ≤ i < ln+1, xi ∈ E}) = #({j : j < sk, xkj ∈ E})

whenever
∑k−1
j=0 mjsj ≤ ln <

∑k
j=0mjsj . So for any measurable closed set F ⊆ X,

Measure Theory



491F Equidistributed sequences 5

d∗({i : xi ∈ F}) ≤ lim sup
k→∞

1

sk
#({j : j < sk, xkj ∈ F})

(491Ad)

= lim sup
k→∞

ν′kF ≤ µF.

As F is arbitrary, 〈xi〉i∈N is an equidistributed sequence for µ.

491E Proposition (a)(i) Suppose that X and Y are topological spaces, µ is a probability measure on X
and f : X → Y is a continuous function. If 〈xi〉i∈N is a sequence in X which is equidistributed with respect
to µ, then 〈f(xi)〉i∈N is equidistributed with respect to the image measure µf−1.

(ii) Suppose that (X,µ) and (Y, ν) are topological probability spaces and f : X → Y is a continuous
inverse-measure-preserving function. If 〈xi〉i∈N is a sequence in X which is equidistributed with respect to
µ, then 〈f(xi)〉i∈N is equidistributed with respect to ν.

(b) Let X be a topological space and µ a probability measure on X, and suppose that X has a countable
network consisting of sets measured by µ. Let λ be the ordinary product measure on XN. Then λ-almost
every sequence in X is µ-equidistributed.

proof (a)(i) Let F ⊆ Y be a closed set which is measured by µf−1. Then f−1[F ] is a closed set in X
measured by µ. So

d∗({i : f(xi) ∈ F}) = d∗({i : xi ∈ f
−1[F ]}) ≤ µf−1[F ].

(ii) Replace ‘µf−1’ above by ‘ν’.

(b) Let A be a countable network for the given topology S of X consisting of measurable sets, and let E
be the countable subalgebra of PX generated by A. Let T ⊇ S be the second-countable topology generated
by E ; then µ is a τ -additive topological measure with respect to T (4A2Nb, 414O), and E is a base for T

closed under finite unions. If E ∈ E , then d({i : xi ∈ E}) = µE for λ-almost every sequence 〈xi〉i∈N in X,
by the strong law of large numbers (273J). So

d({i : xi ∈ E}) = µE for every E ∈ E

for λ-almost every 〈xi〉i∈N. Now 491Ce tells us that any such sequence is equidistributed with respect to T

and therefore with respect to S.

491F Theorem Let 〈(Xα,Tα,Σα, µα)〉α∈A be a family of τ -additive topological probability spaces,
each of which has an equidistributed sequence. If #(A) ≤ c, then the τ -additive product measure λ on
X =

∏
α∈AXα (definition: 417F) has an equidistributed sequence.

proof (a) For the time being (down to the end of (f)), let us suppose that A = PN and that every µα is
inner regular with respect to the Borel sets. (This will simplify the formulae and make it possible to use the
theorems of §417, in particular 417G and 417J.)

For each α ⊆ N, let 〈tαi〉i∈N be an equidistributed sequence in Xα; for n ∈ N, let ναn be the point-
supported measure on Xα defined by setting ναnE = 1

n+1#({i : i ≤ n, tαi ∈ E}) for E ⊆ Xα. For each

finite set I ⊆ PN, set YI =
∏
α∈I Xα and πI(x) = x↾I ∈ YI for x ∈ X. Let λI be the τ -additive product

of 〈µI〉α∈I and, for each n, let ν̌In be the product of the measures 〈ναn〉α∈I . (Because I is finite, this is a
point-supported probability measure, as in 251Xu. I do not say ‘τ -additive product’ here because I do not
wish to assume that all singleton sets are Borel, so the ναn may not be inner regular with respect to the
Borel sets.)

(b) Suppose that I ⊆ PN is finite and that W ⊆ YI is an open set. Then λIW ≤ lim infn→∞ ν̌InW . PPP
Induce on #(I). If I = ∅, YI is a singleton and the result is trivial. For the inductive step, if I 6= ∅, take
any α ∈ I and set I ′ = I \ {α}. Then we can identify YI with YI′ ×Xα, λI with the τ -additive product of
λI′ and µα (417J), and each ν̌In with the product of ν̌I′n and ναn.

Let V be the family of those subsets V of YI which are expressible as a finite union of sets of the form
U ×H where U ⊆ YI′ and H ⊆ Xα are open. Then V is a base for the topology of YI closed under finite

D.H.Fremlin



6 Further topics 491F

unions. Let ǫ > 0. Because λI is τ -additive, there is a V ∈ V such that λIV ≥ λW − ǫ. The function
t 7→ λI′V [{t}] : Xα → [0, 1] is lower semi-continuous (417Ba), so 491Ca tells us that

λIV =

∫
λI′V [{t}]µα(dt)

≤ lim inf
n→∞

1

n+1

n∑

i=0

λI′V [{tαi}] = lim inf
n→∞

∫
λI′V [{t}]ναn(dt).

At the same time, there are only finitely many sets of the form V [{t}], and for each of these we have
λI′V [{t}] ≤ lim infn→∞ ν̌I′nV [{t}], by the inductive hypothesis. So there is an m ∈ N such that λI′V [{t}] ≤
ν̌I′nV [{t}] + ǫ for every n ≥ m and every t ∈ Xα. We must therefore have

λIW ≤ λIV + ǫ ≤ lim inf
n→∞

∫
λI′V [{t}]ναn(dt) + ǫ

≤ lim inf
n→∞

∫
ν̌I′nV [{t}]ναn(dt) + 2ǫ

= lim inf
n→∞

ν̌InV + 2ǫ ≤ lim inf
n→∞

ν̌InW + 2ǫ.

As ǫ and W are arbitrary, the induction proceeds. QQQ

(c) For K ⊆ n ∈ N, set AnK = {α : α ⊆ N, α ∩ n = K} and ZnK =
∏
α∈AnK

Xα. Then for each n ∈ N

we can identify X with the finite product
∏
K⊆n ZnK . For K ⊆ n ∈ N and i ∈ N, define znKi ∈ ZnK by

setting znKi(α) = tαi for α ∈ AmK ; let ν̃nK be the point-supported measure on ZnK defined by setting
ν̃nKW = 1

n+1#({i : i ≤ n, znKi ∈W}) for each W ⊆ ZnK . For n ∈ N let ν̃n be the measure on X which is

the product of the measures ν̃nK for K ⊆ n; this too is point-supported (251Xu(ii)).

(d) If I ⊆ PN is finite, there is an m ∈ N such that πI : X → YI is (ν̃n, ν̌In)-inverse-measure-preserving
for every n ≥ m. PPP Let m be such that α ∩m 6= α′ ∩m for all distinct α, α′ ∈ I. If n ≥ m, then ν̃n is the
product of the ν̃nK for K ⊆ n. Now πI , interpreted as a function from

∏
K⊆n ZnK onto YI , is of the form

πI(〈zK〉K⊆n) = 〈zα∩n(α)〉α∈I . If α ∈ I and E ⊆ Xα, then

{z : z ∈
∏
K⊆n ZnK , πI(z)(α) ∈ E} = {z : z ∈

∏
K⊆n ZnK , zα∩n(α) ∈ E},

so

ν̃n{z : πI(z)(α) ∈ E} = ν̃n,α∩n,n{y : y ∈ Zn,α∩n, y(α) ∈ E}

=
1

n+1
#({i : i ≤ n, zn,α∩n,i ∈ E})

=
1

n+1
#({i : i ≤ n, tαi ∈ E}) = ναnE.

If W ⊆ YI is of the form {y : y(α) ∈ Eα for every α ∈ I}, where Eα ⊆ Xα for each α ∈ I, then

ν̃nπ
−1
I [W ] = ν̃n(

⋂

α∈I

{z : z ∈
∏

K⊆n

ZnK , z(α ∩ n)(α) ∈ Eα})

=
∏

α∈I

ν̃n{z : z(α ∩ n)(α) ∈ Eα}

(because {z : z(α ∩ n)(α) ∈ Eα} is determined by coordinates in {α ∩ n} for each α ∈ I, and α 7→ α ∩ n :

I → Pn is injective)

=
∏

α∈I

ναnEα = ν̌InW.

In particular, ν̃nπ
−1
I [{y}] = ν̌In{y} for every y ∈ YI . Consequently ν̃nπ

−1
I [D] = ν̌InD for any countable set

D ⊆ YI . But if W is any subset of YI , there are countable subsets D, D′ of W and YI respectively such that

Measure Theory



491F Equidistributed sequences 7

ν̌InD = ν̌nW , ν̌InD
′ = ν̌In(YI \W ), ν̌InD + ν̌InD

′ = 1

because ν̌n is point-supported, and now

π−1
I [D] ⊆ π−1

I [W ], π−1
I [D′] ⊆ X \ π−1

I [W ], ν̃nπ
−1
I [D] + ν̃nπ

−1
I [D′] = 1,

so ν̃nπ
−1
I [W ] is defined and equal to ν̃nπ

−1
I [D] = ν̌InW because ν̃n is complete. So πI is (ν̃nπ

−1
I , ν̌In)-inverse-

measure-preserving. QQQ

(e) Let W be the family of those open sets W ⊆ X expressible in the form π−1
I [W ′] for some finite

I ⊆ PN and some open W ′ ⊆ YI . If W ∈ W, then λW ≤ lim infn∈N ν̃nW . PPP Take I ∈ [PN]<ω and an open
W ′ ⊆ YI such that W = π−1

I [W ′]. Then

λW = λIW
′

(417K)

≤ lim inf
n→∞

ν̌InW
′

(by (b) above)

= lim inf
n→∞

ν̃nπ
−1
I [W ′]

(by (d))

= lim inf
n→∞

ν̃nW. QQQ

(f) If now F ⊆ X is any closed set and ǫ > 0, then (because W is a base for the topology of X closed
under finite unions) there is a W ∈ W such that W ⊆ X \ F and λW ≥ 1− λF − ǫ. In this case

lim supn→∞ ν̃nF ≤ 1− lim infn→∞ ν̃nW ≤ 1− λW ≤ λF + ǫ.

As ǫ is arbitrary, lim supn→∞ ν̃nF ≤ λF ; as F is arbitrary, 491D tells us that there is an equidistributed
sequence in X.

(g) All this was done while assuming that A = PN and every µα is inner regular with respect to the
Borel sets. For the superficially more general case enunciated, given only that #(A) ≤ c and each µα is a
τ -additive topological measure with an equidistributed sequence, we can of course take it that A is a subset
of PN. Now let µ′

α be the restriction of µα to the Borel σ-algebra of Xα for each α ∈ A, and for α ∈ PN \A
take Xα to be a singleton set, Tα its only topology and µ′

α the only probability measure on Xα. Every µ′
α is

now τ -additive, and for α ∈ A any equidistributed sequence for µα is of course equidistributed for µ′
α, while

for α ∈ PN \A the only sequence in Xα is equidistributed for µ′
α. If we take λ′ to be the τ -additive product

of 〈µ′
α〉α⊆N on X ′ =

∏
α⊆N

X ′
α, then (a)-(f) show that λ′ has an equidistributed sequence 〈xi〉i∈N say.

Let πA : X ′ → X be the restriction map x 7→ x↾A. This is continuous, so 〈πA(xi)〉i∈N is equidistributed
with respect to λ′π−1

A , by 491Ea. And λ′π−1
A agrees with λ on the open subsets of X. PPP If I ⊆ A is finite

and Hα ⊆ Xα is open for α ∈ I, then

(λ′π−1
A ){x : x ∈ X,x(α) ∈ Hα for α ∈ I}

= λ′{x : x ∈ X, x(α) ∈ Hα for α ∈ I}

=
∏

α∈I

µαHα = λ{x : x ∈ X, x(α) ∈ Hα for α ∈ I}.

So λ′π−1
A and λ agree on the family V0 of open cylinder subsets of X. But V0 is closed under finite

intersections, so the probability measures λ′π−1
A and λ agree on the σ-algebra of subsets of X generated by

V0, by the Monotone Class Theorem (136C). In particular, they agree on the family V1 of sets expressible as
finite unions of members of V0, which is a base for the topology of X closed under finite unions. If W ⊆ X
is open, then {V : V ∈ V1, V ⊆W} is upwards-directed and has union W , so

(λ′π−1
A )W = sup

V ∈V1,V⊆W
(λ′π−1

A )(V )

(because λ′π−1
A is τ -additive, by 411Gj)

D.H.Fremlin
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= sup
V ∈V1,V⊆W

λV = λW. QQQ

At the same time, 〈πA(xi)〉i∈N is equidistributed for λ′π−1
A , by 491E(a-i). Directly from the definition in

491B, we see that 〈πA(xi)〉i∈N is also equidistributed for λ, and λ has an equidistributed sequence in this
case also.

491G Corollary The usual measure of {0, 1}c has an equidistributed sequence.

proof The usual measure of {0, 1} of course has an equidistributed sequence (just set xi = 0 for even i,
xi = 1 for odd i), so 491F gives the result at once.

491H Theorem (Veech 71) Any separable compact Hausdorff topological group has an equidistributed
sequence for its Haar probability measure.

proof Let X be a separable compact Hausdorff topological group. Recall that X has exactly one Haar
probability measure µ, which is both a left Haar measure and a right Haar measure (442Ic).

(a) We need some elementary facts about convolutions.

(i) If ν1 and ν2 are point-supported probability measures on X, then ν1 ∗ ν2 is point-supported. PPP If
ν1E =

∑
x∈E q1(x) and ν2E =

∑
x∈E q2(x) for every E ⊆ X, then

(ν1 ∗ ν2)(E) = (ν1 × ν2){(x, y) : xy ∈ E}

(444A)

=
∑

xy∈E

q1(x)q2(y) =
∑

z∈E

q(z)

where q(z) =
∑
x∈X q1(x)q2(x−1z) for z ∈ X. QQQ

(ii) Let ν, λ be Radon probability measures on X. Suppose that f ∈ C(X), α ∈ R and ǫ > 0
are such that |

∫
f(yxz)ν(dx) − α| ≤ ǫ for every y, z ∈ X. Then |

∫
f(yxz)(λ ∗ ν)(dx) − α| ≤ ǫ and

|
∫
f(yxz)(λ ∗ ν)(dx)− α| ≤ ǫ for every y, z ∈ X. PPP

|

∫
f(yxz)(λ ∗ ν)(dx)− α|

= |

∫∫
f(ywxz)ν(dx)λ(dw)− α|

(444C)

≤

∫
|

∫
f(ywxz)ν(dx)− α|λ(dw) ≤

∫
ǫλ(dw) = ǫ,

|

∫
f(yxz)(ν ∗ λ)(dx)− α|

= |

∫∫
f(yxwz)ν(dx)λ(dw)− α|

≤

∫
|

∫
f(yxwz)ν(dx)− α|λ(dw) ≤

∫
ǫλ(dw) = ǫ. QQQ

(b) Let A ⊆ X be a countable dense set. Let N be the set of point-supported probability measures ν
on X which are defined by functions q such that {x : q(x) > 0} is a finite subset of A and q(x) is rational
for every x. Then N is countable. Now, for every f ∈ C(X) and ǫ > 0, there is a ν ∈ N such that
|
∫
f(yxz)ν(dx) −

∫
fdµ| ≤ ǫ for all y, z ∈ X. PPP Because X is compact, f is uniformly continuous for the

right uniformity of X (4A2Jf), so there is a neighbourhood U of the identity e such that |f(x′)− f(x)| ≤ 1
2ǫ

Measure Theory



491I Equidistributed sequences 9

whenever x′x−1 ∈ U . Next, again because X is compact, there is a neighbourhood V of e such that
yxy−1 ∈ U whenever x ∈ V and y ∈ X (4A5Ej). Because A is dense, V −1x ∩ A 6= ∅ for every x ∈ X,
that is, V A = X; once more because X is compact, there are x0, . . . , xn ∈ A such that X =

⋃
i≤n V xi.

Set Ei = V xi \
⋃
j<i V xj for each i ≤ n. Let α0, . . . , αn ∈ [0, 1] ∩ Q be such that

∑n
i=0 αi = 1 and

‖f‖∞
∑n
i=0 |αi − µEi| ≤

1
2ǫ, and define ν ∈ N by setting νE =

∑
{αi : i ≤ n, xi ∈ E} for every E ⊆ X.

Let y, z ∈ X. If i ≤ n and x ∈ Ei, then xx−1
i ∈ V so (yxz)(yxiz)−1 = yxx−1

i y−1 ∈ U and |f(yxz) −
f(yxiz)| ≤ 1

2ǫ. Accordingly

|

∫
f(yxz)ν(dx)−

∫
f(x)µ(dx)|

= |
n∑

i=0

αif(yxiz)−

∫
f(yx)µ(dx)|

(441Ac)

= |
n∑

i=0

αif(yxiz)−∆(z)

∫
f(yxz)µ(dx)|

(where ∆ is the left modular function of X, by 442Kc)

= |
n∑

i=0

αif(yxiz)−∆(z)

∫
f(yxz)µ(dx)|

(because X is unimodular, by 442Ic)

≤
n∑

i=0

|αif(yxiz)−

∫

Ei

f(yxz)µ(dx)|

≤
n∑

i=0

|αi − µEi||f(yxiz)|+
n∑

i=0

|f(yxiz)µEi −

∫

Ei

f(yxz)µ(dx)|

≤ ‖f‖∞

n∑

i=0

|αi − µEi|+
n∑

i=0

∫

Ei

|f(yxz)− f(yxiz)|µ(dx)

≤
ǫ

2
+

n∑

i=0

ǫ

2
µEi = ǫ. QQQ

(c) Let 〈νn〉n∈N be a sequence running over N, and set λn = ν0 ∗ ν1 ∗ . . . ∗ νn for each n. (Recall from
444B that convolution is associative.) Then each λn is a point-supported probability measure on X, by
(a-i). Also limn→∞

∫
fdλn =

∫
fdµ for every f ∈ C(X). PPP If f ∈ C(X) and ǫ > 0, then (b) tells us that

there is an m ∈ N such that |
∫
f(yxz)νm(dx) −

∫
fdµ| ≤ ǫ for all y, z ∈ X. For any n ≥ m, λn is of the

form λ′ ∗ νm ∗λ′′. By (a-ii), used in both parts successively, |
∫
fdλn−

∫
fdµ| ≤ ǫ. As ǫ is arbitrary, we have

the result. QQQ

(d) If F ⊆ X is closed, then

µF = inf{

∫
fdµ : χF ≤ f ∈ C(X)}

= inf
χF≤f

lim sup
n→∞

∫
fdλn ≥ lim sup

n→∞
λnF.

By 491D, µ has an equidistributed sequence.

491I The quotient PN/Z I now return to the asymptotic density ideal Z, moving towards a striking
relationship between the corresponding quotient algebra and equidistributed sequences. Since Z ⊳ PN, we
can form the quotient asymptotic density algebra Z = PN/Z. The functional d∗ descends naturally to
Z if we set

d̄∗(I•) = d∗(I) for every I ⊆ N.

D.H.Fremlin



10 Further topics 491Ia

(a) d̄∗ is a strictly positive submeasure on Z. PPP d̄∗ is a submeasure on Z because d∗ is a submeasure on
PN. d̄∗ is strictly positive because Z ⊇ {I : d∗(I) = 0}. QQQ

(b) Let ρ̄ be the metric on Z defined by saying that ρ̄(a, b) = d̄∗(a△ b) for all a, b ∈ Z. Under ρ̄, the
Boolean operations ∪ , ∩ , △ and \ and the function d̄∗ : Z → [0, 1] are uniformly continuous (392Hb),
and Z is complete. PPP Let 〈cn〉n∈N be a sequence in Z such that ρ̄(cn+1, cn) ≤ 2−n for every n ∈ N; then
ρ̄(cr, ci) ≤ 2−i+1 for i ≤ r. For each n ∈ N choose Cn ⊆ N such that C•

n = cn; then d∗(Cr△Ci) ≤ 2−i+1 for
i ≤ r. Choose a strictly increasing sequence 〈kn〉n∈N in N such that kn+1 ≥ 2kn for every n and, for each
n ∈ N,

1

m
#((Cn△Ci) ∩m) ≤ 2−i+2 whenever i ≤ n, m ≥ kn.

Set C =
⋃
n∈N

Cn ∩ kn+1 \ kn, and c = C• ∈ Z. If n ∈ N and m ≥ kn+1, then take r > n such that

kr ≤ m < kr+1; in this case ki ≤ 2i−rm for i ≤ r, so

#((C△Cn) ∩m) ≤ kn +

r−1∑

i=n

#((C△Cn) ∩ ki+1 \ ki) + #((C△Cn) ∩m \ kr)

= kn +
r−1∑

i=n

#((Ci△Cn) ∩ ki+1 \ ki) + #((Cr△Cn) ∩m \ kr)

≤ kn +

r−1∑

i=n+1

#((Ci△Cn) ∩ ki+1) + #((Cr△Cn) ∩m)

≤ kn +

r−1∑

i=n+1

2−n+2ki+1 + 2−n+2m

≤ kn +
r−1∑

i=n+1

2−n+22i+1−rm+ 2−n+2m

≤ kn + 2−n+3m+ 2−n+2m.

But this means that

ρ̄(c, cn) = d∗(C△Cn) ≤ lim
m→∞

kn

m
+ 2−n+3 + 2−n+2 ≤ 2−n+4

for every n, and 〈cn〉n∈N converges to c in Z. QQQ
For the rest of this section, I will take it that Z is endowed with the metric ρ̄.

*(c) If 〈an〉n∈N is a non-increasing sequence in Z, there is an a ∈ Z such that a ⊆ an for every n and
d̄∗(a) = infn∈N d̄

∗(an). PPP For each n ∈ N, choose In ⊆ N such that I•
n = an; replacing In by

⋂
j≤n Ij if

necessary, we can arrange that In+1 ⊆ In for every n. Set γ = infn∈N d̄
∗(an) = infn∈N d

∗(In). Let 〈kn〉n∈N

be a strictly increasing sequence in N such that #(In ∩ kn) ≥ (γ− 2−n)kn for every n. Set I =
⋃
n∈N

In ∩ kn
and a = I• ∈ Z. Then #(I ∩ kn) ≥ (γ − 2−n)kn for every n, so d̄∗(a) = d∗(I) ≥ γ. Also I \ In ⊆ kn is finite,
so a ⊆ an, for every n. Of course it follows at once that d̄∗(a) = γ exactly, as required. QQQ

*(d) d̄∗ is a Maharam submeasure on Z. (Immediate from (c).)

491J Lemma Let 〈an〉n∈N be a non-decreasing sequence in Z = PN/Z such that limn→∞ d̄∗(an) +
d̄∗(1 \ an) = 1. Then 〈an〉n∈N is topologically convergent to a member a of Z; a = supn∈N an in Z and
d∗(a) + d∗(1 \ a) = 1.

proof (a) The point is that if m ≤ n then d̄∗(an \ am) ≤ d̄∗(an) + d̄∗(1 \ am)− 1. PPP Let I, J ⊆ N be such
that I• = am and J• = an. For any k ≥ 1,

Measure Theory
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1

k
#(k ∩ J) +

1

k
#(k \ I) =

1

k
#(k ∩ J \ I) +

1

k
#(k \ (I \ J)),

so

d∗(J) + d∗(N \ I) = lim sup
k→∞

1

k
#(k ∩ J) + lim sup

k→∞

1

k
#(k \ I)

≥ lim sup
k→∞

(1
k

#(k ∩ J) +
1

k
#(k \ I)

)

= lim sup
k→∞

(1
k

#(k ∩ J \ I) +
1

k
#(k \ (I \ J))

)

≥ lim sup
k→∞

1

k
#(k ∩ J \ I) + lim inf

k→∞

1

k
#(k \ (I \ J)) = d∗(J \ I) + 1

because am ⊆ an, so I \ J ∈ Z. But this means that

d̄∗(an \ am) = d∗(J \ I) ≤ d∗(J) + d∗(N \ I)− 1 = d̄∗(an) + d̄∗(1 \ am)− 1. QQQ

(b) Accordingly

lim sup
m→∞

sup
n≥m

ρ̄(am, an) = lim sup
m→∞

sup
n≥m

d̄∗(an \ am)

≤ lim sup
m→∞

( sup
n≥m

d̄∗(an) + d̄∗(1 \ am)− 1)

= lim sup
m→∞

sup
n≥m

d̄∗(an)− d̄∗(am)

(because limm→∞ d̄∗(am) + d̄∗(1 \ am) = 1)

= 0,

and 〈an〉n∈N is a Cauchy sequence in Z.

(c) Because Z is complete, a = limn→∞ an is defined in Z (491Ib). For each m ∈ N, am \ a =
limn→∞ am \ an = 0 (because \ is continuous), so am ⊆ a; thus a is an upper bound of {an : n ∈ N}.
If b is any upper bound of {an : n ∈ N}, then a \ b = limn→∞ an \ b = 0; so a = supn∈N an. Finally,

d̄∗(a) + d̄∗(1 \ a) = limn→∞ d̄∗(an) + d̄∗(1 \ an) = 1.

491K Corollary Set D = {a : a ∈ Z, d̄∗(a) + d̄∗(1 \ a) = 1}, and write d̄ for d̄∗↾D.
(a) If I ⊆ N then its asymptotic density d(I) is defined iff I• ∈ D, and in this case d(I) = d̄(I•).
(b) If a ∈ D then its complement 1 \ a in Z belongs to D; if a, b ∈ D and a ∩ b = 0, then a ∪ b ∈ D and

d̄(a ∪ b) = d̄(a) + d̄(b); if a, b ∈ D and a ⊆ b then b \ a ∈ D and d̄(b \ a) = d̄(b)− d̄(a).
(c) D is a topologically closed subset of Z.
(d) If A ⊆ D is upwards-directed, then supA is defined in Z and belongs to D; moreover there is a

sequence in A with the same supremum as A, and supA belongs to the topological closure of A.
(e) Let B ⊆ D be a subalgebra of Z. Then the following are equiveridical:

(i) B is topologically closed in Z;
(ii) B is order-closed in Z;
(iii) setting ν̄ = d̄∗↾B = d̄↾B, (B, ν̄) is a probability algebra.

In this case, B is regularly embedded in Z.
(f) If I ⊆ D is closed under either ∩ or ∪ , then the topologically closed subalgebra of Z generated by I,

which is also the order-closed subalgebra of Z generated by I, is included in D.

proof (a)

I• ∈ D ⇐⇒ d̄∗(I•) + d̄∗(1 \ I•) = 1

⇐⇒ d∗(I) + d∗(N \ I) = 1 ⇐⇒ d(I) is defined

D.H.Fremlin
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by 491Ac, and in this case

d(I) = d∗(I) = d̄∗(I•) = d̄(I•).

(b) These all follow directly from the corresponding results concerning PN and d (491Ac).

(c) All we have to know is that a 7→ d̄∗(a), a 7→ 1 \ a are continuous (392Hb); so that {a : d̄∗(a) +
d̄∗(1 \ a) = 1} is closed.

(d) Because A is upwards-directed, and d̄∗ is a non-decreasing functional on Z, there is a non-decreasing
sequence 〈an〉n∈N in A such that limn→∞ d̄∗(an) = supa∈A d̄

∗(a) = γ say. By 491J, b = limn→∞ an =
supn∈N an is defined in Z and belongs to D. If a ∈ A and ǫ > 0, there is an n ∈ N such that d̄∗(an) ≥ γ − ǫ.
Let a′ ∈ A be a common upper bound of a and an. Then

d̄∗(a \ b) ≤ d̄∗(a′ \ an) = d̄∗(a′)− d̄∗(an) ≤ γ − d̄∗(an) ≤ ǫ.

As ǫ is arbitrary, a ⊆ b; as a is arbitrary, b is an upper bound of A; as b = supn∈N an, b must be the supremum
of A.

(e)(i)⇒(ii) Suppose that B is topologically closed. If A ⊆ B is a non-empty upwards-directed subset
with supremum b ∈ Z, then (d) tells us that b ∈ A ⊆ B. It follows that B is order-closed in Z (313E(a-i)).

(ii)⇒(iii) Suppose that B is order-closed in Z. If A ⊆ B is non-empty, then A′ = {a0 ∪ . . . ∪ an :
a0, . . . , an ∈ A} is non-empty and upwards-directed, so has a supremum in Z, which must belong to B, and
must be the least upper bound of A in B. Thus B is Dedekind (σ-)complete. Now let 〈an〉n∈N be a disjoint
sequence in B and set bn = supi≤n ai for each n. Then 〈bn〉n∈N is a non-decreasing sequence in D so has a

limit and supremum b ∈ D, and b ∈ B. Also d̄∗(bn) =
∑n
i=0 d̄

∗(ai) for each n (induce on n), so

ν̄b = d̄∗(b) = limn→∞ d̄∗(bn) =
∑∞
i=0 d̄

∗(ai) =
∑∞
i=0 ν̄ai.

Since certainly ν̄0 = 0, ν̄1 = 1 and ν̄b > 0 whenever b ∈ B \ {0}, (B, ν̄) is a probability algebra.

(iii)⇒(i) Suppose that (B, ν̄) is a probability algebra. Then it is complete under its measure metric
(323Gc), which agrees on B with the metric ρ̄ of Z; so B must be topologically closed in Z.

We see also that B is regularly embedded in Z. PPP (Compare 323H.) If A ⊆ B is non-empty and
downwards-directed and has infimum 0 in B, and b ∈ Z is any lower bound of A in Z, then

d̄∗(b) ≤ infa∈A d̄
∗(a) = infa∈A ν̄a = 0

(321F), so b = 0. Thus inf A = 0 in Z. As A is arbitrary, this is enough to show that the identity map from
B to Z is order-continuous (313Lb), that is, that B is regularly embedded in Z. QQQ

(f) Let B be the order-closed subalgebra of Z generated by I. If I is closed under ∩ , then (b), (d) and
313Gc tell us that B ⊆ D. If I is closed under ∪ , then I ′ = {1 \ a : a ∈ I} is a subset of D closed under
∩ , while B is the order-closed subalgebra generated by I ′, so again B ⊆ D. By (e), B is in either case
topologically closed. So we see that the topologically closed subalgebra generated by I is included in D; by
(e) again, it is equal to B.

491L Effectively regular measures The examples 491Xf and 491Yf show that the definition in 491B
is drawn a little too wide for comfort, and allows some uninteresting pathologies. These do not arise in the
measure spaces we care most about, and the following definitions provide a fire-break. Let (X,Σ, µ) be a
measure space, and T a topology on X.

(a) I will say that a measurable subset K of X of finite measure is regularly enveloped if for every ǫ > 0
there are an open measurable set G and a closed measurable set F such that K ⊆ G ⊆ F and µ(F \K) ≤ ǫ.

(b) Note that the family K of regularly enveloped measurable sets of finite measure is closed under finite
unions and countable intersections. PPP (i) If K1, K2 ∈ K and ∗ is either ∪ or ∩, let ǫ > 0. Take measurable
open sets G1, G2 and measurable closed sets F1, F2 such that Ki ⊆ Gi ⊆ Fi and µ(Fi \Ki) ≤

1
2ǫ for both i.

Then G1 ∗G2 is a measurable open set, F1 ∗F2 is a measurable closed set, K1 ∗K2 ⊆ G1 ∗G2 ⊆ F1 ∗F2 and
µ((F1 ∗ F2) \ (K1 ∗K2)) ≤ ǫ. As ǫ is arbitrary, K1 ∗K2 ∈ K. (ii) If 〈Kn〉n∈N is a non-increasing sequence in
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K with intersection K and ǫ > 0, let n ∈ N be such that µKn < µK + ǫ. Then we can find a measurable
open set G and a measurable closed set F such that Kn ⊆ G ⊆ F and µF ≤ µK + ǫ. As ǫ is arbitrary,
K ∈ K. Together with (i), this is enough to show that K is closed under countable intersections. QQQ

(c) Now I say that µ is effectively regular if it is inner regular with respect to the regularly enveloped
sets of finite measure.

491M Examples (a) Any totally finite Radon measure is effectively regular. PPP Let (X,T,Σ, µ) be a
totally finite Radon measure space. If K ⊆ X is compact and ǫ > 0, let L ⊆ X \K be a compact set such
that µL ≥ µX − µK + ǫ. Let G, H be disjoint open sets including K, L respectively (4A2F(h-i)). Then
K ⊆ G ⊆ X \H, G is open, X \H is closed, both G and X \H are measurable, and µ((X \H) \K) ≤ ǫ.
This shows that every compact set is regularly enveloped, and µ is effectively regular. QQQ

(b) Let (X,T,Σ, µ) be a quasi-Radon measure space such that T is a regular topology. Then µ is
effectively regular. PPP Let E ∈ Σ and take γ < µE. Choose sequences 〈En〉n∈N and 〈Gn〉n∈N inductively,
as follows. E0 ⊆ E is to be any measurable set such that γ < µE0 < ∞. Given that µEn > γ, let G be
an open set of finite measure such that µ(En ∩ G) > γ (414Ea), and F ⊆ G \ En a closed set such that
µF ≥ µ(G\En)−2−n. Let H be the family of open sets H such that H ⊆ G\F . Then H is upwards-directed
and covers En (because T is regular), so there is a Gn ∈ H such that µ(En ∩Gn) > γ (414Ea again). Now
µ(Gn \ En) ≤ 2−n. Set En+1 = En ∩Gn, and continue.

At the end of the induction, set K =
⋂
n∈N

En. For each n, K ⊆ Gn ⊆ Gn and

limn→∞ µ(Gn \K) ≤ limn→∞ 2−n + µ(En \K) = 0,

so K is regularly enveloped. At the same time, K ⊆ E and µK ≥ γ. As E and γ are arbitrary, µ is
effectively regular. QQQ

(c) Any totally finite Baire measure is effectively regular. PPP Let µ be a totally finite Baire measure on a
topological space X. If F ⊆ X is a zero set, let f : X → R be a continuous function such that F = f−1[{0}].
For each n ∈ N, set Gn = {x : |f(x)| < 2−n}, Fn = {x : |f(x)| ≤ 2−n}; then Gn is a measurable open
set, Fn is a measurable closed set, F ⊆ Gn ⊆ Fn for every n and limn→∞ µFn = µF (because µ is totally
finite). This shows that every zero set is regularly enveloped; as µ is inner regular with respect to the zero
sets (412D), µ is effectively regular. QQQ

(d) A totally finite completion regular topological measure is effectively regular. (As in (c), all zero sets
are regularly enveloped.)

491N Theorem Let X be a topological space and µ an effectively regular probability measure on X,
with measure algebra (A, µ̄). Suppose that 〈xi〉i∈N is an equidistributed sequence in X. Then we have a
unique order-continuous Boolean homomorphism π : A → Z = PN/Z such that πG• ⊆ {i : xi ∈ G}

• for
every measurable open set G ⊆ X, and d̄∗(πa) = µ̄a for every a ∈ A.

proof (a) Define θ : PX → Z by setting θA = {i : xi ∈ A}• for A ⊆ X; then θ is a Boolean homomorphism.
If F ⊆ X is closed and measurable, then d̄∗(θF ) ≤ µF , because 〈xi〉i∈N is equidistributed. Write K for the
family of regularly enveloped measurable sets.

If K ∈ K, then π0K = inf{θG : K ⊆ G ∈ Σ∩T} is defined in Z, d̄∗(π0K) = µK and π0K ∈ D as defined
in 491K. PPP For each n ∈ N, let Gn, Fn ∈ Σ be such that K ⊆ Gn ⊆ Fn, Gn is open, Fn is closed and
µ(Fn \K) ≤ 2−n. Set Hn = X \

⋂
i≤nGi. Then

d̄∗(θHn) + d̄∗(1 \ θHn) ≤ d̄∗(θHn) + d̄∗(θ(
⋂

i≤n

Fi)) ≤ µHn + µ(
⋂

i≤n

Fi)

≤ µ(X \K) + µFn ≤ 1 + 2−n.

Also 〈θHn〉n∈N is a non-decreasing sequence in Z. By 491J, a = limn→∞ θHn = supn∈N θHn is defined in Z

and belongs to D. Set

b = 1 \ a = limn→∞ 1 \ θHn = limn→∞ θ(
⋂
i≤nGi),
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so that b also belongs to D. If K ⊆ G ∈ Σ ∩ T, then

b \ θG = limn→∞ θ(
⋂
i≤nGi) \ θG = limn→∞ θ(

⋂
i≤nGi \G)

and

d̄∗(b \ θG) = lim
n→∞

d̄∗(θ(
⋂

i≤n

Gi \G))

≤ lim
n→∞

d̄∗(θ(
⋂

i≤n

Fi \G)) ≤ lim
n→∞

µ(
⋂

i≤n

Fi \G) = 0.

This shows that b ⊆ θG whenever K ⊆ G ∈ Σ ∩ T. On the other hand, any lower bound of {θG : K ⊆ G ∈
Σ∩T} is also a lower bound of {θ(

⋂
i≤nGi) : n ∈ N}, so is included in b. Thus b = inf{θG : K ⊆ G ∈ Σ∩T}

and π0(K) = b is defined.
To compute d̄∗(b), observe first that b ⊆ 1 \ θHn ⊆ θFn for every n, so

d̄∗(b) ≤ infn∈N d̄
∗(θFn) ≤ infn∈N µFn = µK.

On the other hand,

d̄∗(θ(
⋂
i≤nGi)) ≥ 1− d̄∗(θHn) ≥ 1− µHn ≥ µK

for every n, so

d̄∗(b) = limn→∞ d̄∗(θ(
⋂
i≤nGi)) ≥ µK.

Accordingly d̄∗(b) = µK, and π0K has the required properties. QQQ

(b) If K, L ∈ K, then π0(K ∩ L) = π0K ∩ π0L. PPP We know that K ∩ L ∈ K (491Lb). And

π0K ∩ π0L = inf{θG : K ⊆ G ∈ T} ∩ inf{θH : L ⊆ H ∈ T}

= inf{θG ∩ θH : K ⊆ G ∈ T, L ⊆ H ∈ T}

= inf{θ(G ∩H) : K ⊆ G ∈ T, L ⊆ H ∈ T} ⊇ π0(K ∩ L).

Now suppose that U ⊇ K ∩ L is a measurable open set and ǫ > 0. Let G, G′ be measurable open sets and
F , F ′ measurable closed sets such that K ⊆ G ⊆ F , L ⊆ G′ ⊆ F ′, µ(F \K) ≤ ǫ and µ(F ′ \ L) ≤ ǫ. Then

d̄∗(π0K ∩ π0L \ θU) ≤ d̄∗(θG ∩ θG′ \ θU) = d̄∗(θ(G ∩G′ \ U))

≤ d̄∗(θ(F ∩ F ′ \ U)) ≤ µ(F ∩ F ′ \ U) ≤ 2ǫ.

As ǫ is arbitrary, π0K ∩ π0L ⊆ θU ; as U is arbitrary, π0K ∩ π0L ⊆ π0(K ∩ L). QQQ
This means that {π0K : K ⊆ X is a regularly embedded measurable set} is a subset of D closed under ∩ .

By 491Kf, the topologically closed subalgebra B of Z generated by this family is included in D; by 491Ke,
B is order-closed and regularly embedded in Z, and (B, d̄∗↾B) is a probability algebra.

(c) Now observe that if we set Q = {K• : K ∈ K} ⊆ A, we have a function π : Q→ B defined by setting
πK• = π0K whenever K ∈ K. PPP Suppose that K, L ∈ K and µ(K△L) = 0. Then

d̄∗(π0K △ π0L) = d̄∗(π0K) + d̄∗(π0L)− 2d̄∗(π0K ∩ π0L)

(because π0K and π0L belong to B ⊆ D)

= d̄∗(π0K) + d̄∗(π0L)− 2d̄∗(π0(K ∩ L))

= µK + µL− 2µ(K ∩ L) = 0.

So π0K = π0L and either can be used to define πK•. QQQ Next, the same formulae show that π : Q→ B is
an isometry when Q is given the measure metric of A, since if K, L belong to K,

ρ̄(πK•, πL•) = d̄∗(π0K △ π0L) = µK + µL− 2µ(K ∩ L) = µ(K△L) = µ̄(K• △L•).

Measure Theory
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As Q is dense in A (412N), there is a unique extension of π to an isometry from A to B.

(d) Because

π(K• ∩L•) = π((K ∩ L)•) = π0(K ∩ L) = π0K ∩ π0L = πK• ∩ πL•

for all K, L ∈ K, π(a ∩ a′) = πa ∩ πa′ for all a, a′ ∈ A. It follows that π is a Boolean homomorphism. PPP
The point is that d̄∗(πa) = µ̄a for every a ∈ Q, and therefore for every a ∈ A. Now if a ∈ A, π(1 \ a) must be
disjoint from πa (since certainly π0 = 0), and has the same measure as 1 \ πa (remember that we know that
(B, d̄∗↾B) is a measure algebra), so must be equal to 1 \ πa. By 312H(ii), π is a Boolean homomorphism.
QQQ

By 324G, π is order-continuous when regarded as a function from A to B. Because B is regularly
embedded in Z, π is order-continuous when regarded as a function from A to Z.

(e) Let G ∈ Σ ∩ T. For any ǫ > 0, there is a K ∈ K such that K ⊆ G and µ(G \K) ≤ ǫ. In this case,
πK• = π0K ⊆ θG. So

d̄∗(πG• \ θG) ≤ d̄∗(πG• \ πK•) = µ̄(G• \K•) = µ(G \K) ≤ ǫ.

As ǫ is arbitrary, πG• ⊆ θG.

(f) This shows that we have a homomorphism π with the required properties. To see that π is unique,
suppose that π′ : A→ Z is also a homomorphism of the same kind. In this case

d̄∗(1 \ π′a) = d̄∗(π′(1 \ a)) = µ̄(1 \ a) = 1− µ̄a = 1− d̄∗(π′a),

so π′a ∈ D, for every a ∈ A. If K ∈ K, then π′K• ⊆ θG whenever K ⊆ G ∈ Σ ∩ T, so π′K• ⊆ π0K = πK•.
As both πK• and π′K• belong to D,

d̄∗(πK• \ π′K•) = d̄∗(πK•)− d̄∗(π′K•) = µK − µK = 0,

and πK• = π′K•. As {K• : K ∈ K} is topologically dense in A, and both π and π′ are continuous, they
must be equal.

491O Proposition Let X be a topological space and µ an effectively regular probability measure on X
which measures every zero set, and suppose that 〈xi〉i∈N is an equidistributed sequence in X. Let A be the
measure algebra of µ and π : A→ Z = PN/Z the regular embedding described in 491N; let Tπ : L∞(A)→
L∞(Z) be the corresponding order-continuous Banach algebra embedding (363F). Let S : ℓ∞(X) → ℓ∞ be
the Riesz homomorphism defined by setting (Sf)(i) = f(xi) for f ∈ ℓ∞(X) and i ∈ N, and R : ℓ∞ → L∞(Z)
the Riesz homomorphism corresponding to the Boolean homomorphism I 7→ I• : PN→ Z. For f ∈ L

∞(µ)
let f• be the corresponding member of L∞(µ) ∼= L∞(A) (363I). Then Tπ(f•) = RSf for every f ∈ Cb(X).

proof To begin with, suppose that f : X → [0, 1] is continuous and k ≥ 1. For each i ≤ k set Gi = {x :

f(x) > i
k}, Fi = {x : f(x) ≥ i

k}. Then 1
k

∑k
i=1 χFi ≤ f ≤

1
k

∑k
i=0 χGi. So

1

k

∑k
i=1 χ(πF •

i ) ≤ Tπf
• ≤

1

k

∑k
i=0 χ(πG•

i ),

1

k

∑k
i=1 χ(θFi) ≤ RSf ≤

1

k

∑k
i=0 χ(θGi)

where θ : PX → Z is the Boolean homomorphism described in the proof of 491N, because RS : ℓ∞(X) →
L∞(Z) is the Riesz homomorphism corresponding to θ (see 363Fa, 363Fg). Now 491N tells us that πG• ⊆ θG
for every cozero set G ⊆ X, so

Tπf
• ≤

1

k

k∑

i=0

χ(πG•

i ) ≤
1

k

k∑

i=0

χ(θGi)

≤
1

k

k∑

i=0

χ(θFi) =
1

k
e+

k∑

i=1

χ(θFi) ≤
1

k
e+RSf

where e is the standard order unit of the M -space L∞(Z). But looking at complements we see that we must
have πF • ⊇ θF for every zero set F ⊆ X, so
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RSf ≤
1

k

k∑

i=0

χ(θGi) ≤
1

k

k∑

i=0

χ(θFi)

≤
1

k

k∑

i=0

χ(πF •

i ) =
1

k
e+

k∑

i=1

χ(πF •

i ) ≤
1

k
e+ Tπf

•.

This means that |Tπf•−RSf | ≤ 1
ke for every k ≥ 1, so that Tπf

• = RSf . This is true whenever f ∈ Cb(X)
takes values in [0, 1]; as all the operators here are linear, it is true for every f ∈ Cb(X).

491P Proposition Any probability algebra (A, µ̄) with cardinal at most c can be regularly embedded
as a subalgebra of Z = PN/Z in such a way that µ̄ is identified with the restriction of the submeasure d̄∗ to
the image of A.

proof The usual measure of {0, 1}c is a totally finite Radon measure (416Ub), so is effectively regular
(491Ma). It has an equidistributed sequence (491G), so its measure algebra (Bc, ν̄c) can be regularly embed-
ded in Z in a way which matches ν̄c with d̄∗ (491N). Now if (A, µ̄) is any probability algebra with cardinal
at most c, it can be regularly embedded (by a measure-preserving homomorphism) in (Bc, ν̄c) (332N), and
therefore in (Z, d̄∗).

491Q Corollary Every Radon probability measure on {0, 1}c has an equidistributed sequence.

proof Let µ be a Radon probability measure on {0, 1}c, and (A, µ̄) its measure algebra. For ξ < c set
Eξ = {x : x ∈ {0, 1}c, x(ξ) = 1} and eξ = E•

ξ ∈ A.

(a) #(A) ≤ c. PPP The σ-algebra generated by {Eξ : ξ < c} is the Baire σ-algebra Ba({0, 1}c) (4A3Na)
and E• belongs to the σ-subalgebra B of A generated by {eξ : ξ < c} whenever E ∈ Ba({0, 1}c). Now if
G ⊆ {0, 1}c is open, then H = {H : H ⊆ G is determined by a finite set of coordinates} is an upwards-
directed family of open sets with union G, while H is a Baire set (see 4A3Nb) and H• ∈ B for every
H ∈ H. If ǫ > 0, there is an H ∈ G such that µG ≤ µH + ǫ, because µ is τ -additive; so we have a sequence
〈Hn〉n∈N in H such that µ(G△

⋃
n∈N

Hn) = 0 and G• = supn∈NH
•
n ∈ B. It follows that F • ∈ B for every

closed F ⊆ {0, 1}c. Next, if E ⊆ {0, 1}c is measured by µ, there is a sequence 〈Fn〉n∈N of closed subsets
of E such that µ(E \

⋃
n∈N

Fn) = 0, because µ is inner regular with respect to the closed sets, so that
E• = supn∈N F

•
n ∈ B; thus A = B. But B has cardinal at most c, by 4A1O. QQQ

(b) By 491P, there is a measure-preserving embedding π : A→ Z, and π[A] ⊆ D as defined in 491K. For
ξ < c let Iξ ⊆ N be such that I•

ξ = πeξ in Z. Define xi(ξ), for i ∈ N and ξ < c, by setting xi(ξ) = 1 if i ∈ Iξ,
0 otherwise. Now suppose that H ⊆ {0, 1}c is a basic open set of the form {x : x(ξ) = 1 for ξ ∈ K, 0 for
ξ ∈ L}, where K, L ⊆ c are finite. Set b = πH• in Z,

I = {i : xi ∈ H} = N ∩
⋂
ξ∈K Iξ \

⋃
ξ∈L Iξ.

Then

b = πH• = π( inf
ξ∈K

aξ \ sup
ξ∈L

aξ)

= inf
ξ∈K

πaξ \ sup
ξ∈L

πaξ = inf
ξ∈K

I•

ξ \ sup
ξ∈L

I•

ξ = I•.

Since b ∈ D, d(I) is defined and is equal to d̄∗(b) = µ̄H• = µH.
If we now take E to be an open-and-closed subset of {0, 1}c, it can be expressed as a disjoint union of

finitely many basic open sets of the type just considered; because d is additive on disjoint sets, d({i : xi ∈ E})
is defined and equal to µE. But this is enough to ensure that 〈xi〉i∈N is equidistributed, by 491Ch.

491R In this section I have been looking at probability measures with equidistributed sequences. A
standard line of investigation is to ask which of our ordinary constructions, applied to such measures, lead
to others of the same kind, as in 491Ea and 491F. We find that the language developed here enables us to
express another result of this type.

Measure Theory
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Proposition Let X be a topological space, µ an effectively regular topological probability measure on X
which has an equidistributed sequence, and ν a probability measure on X which is an indefinite-integral
measure over µ. Then ν has an equidistributed sequence.

proof Let K be the family of regularly enveloped measurable sets.

(a) Consider first the case in which ν has Radon-Nikodým derivative of the form
1

µK
χK for some K ∈ K

of non-zero measure. For each m ∈ N, we have an open set Gm ⊇ K such that µ(Gm\K) ≤ 2−m; of course we
can arrange that Gm+1 ⊆ Gm for each m. Set Fm = Gm for each m ∈ N. Let 〈xi〉i∈N be an equidistributed
sequence for µ. Then there is an I ⊆ N such that d(I) = µK and {i : i ∈ I, xi /∈ Gm} is finite for every

m. PPP For each m ∈ N, set Im = {i : xi ∈ Gm}. We know that lim infn→∞
1

n
#(Im ∩ n) ≥ µGm ≥ µK for

each m, so we can find a strictly increasing sequence 〈km〉m∈N such that
1

n
#(Im ∩n) ≥ µK− 2−m whenever

m ∈ N and n > km. Set

I =
⋃
m∈N

Im ∩ km+1 ⊆
⋂
m∈N

(Im ∪ km+1).

If km < n ≤ km+1,

1

n
#(I ∩ n) ≥

1

n
#(Im ∩ n) ≥ µK − 2−m;

so lim infn→∞
1

n
#(I ∩ n) ≥ µK. On the other hand, for any m ∈ N,

{i : i ∈ I, xi /∈ Fm} ⊆ I \ Im ⊆ km+1

is finite, so

lim sup
n→∞

1

n
#(I ∩ n) ≤ lim sup

n→∞

1

n
#({i : i < n, xi ∈ Fm})

≤ µFm ≤ µK + 2−m.

Accordingly lim supn→∞
1

n
#(I ∩ n) ≤ µK and d(I) is defined and equal to µK. QQQ

Let 〈jn〉n∈N be the increasing enumeration of I, and set yn = xjn for each n. Then 〈yn〉n∈N is equidis-
tributed for ν. PPP Note first that

limn→∞
n

jn
= limn→∞

1

jn
#(I ∩ jn) = µK.

Let F ⊆ X be closed. Then νF =
µ(F∩K)

µK
. On the other hand, for any m ∈ N,

d∗({n : yn ∈ F}) = lim sup
n→∞

1

n
#({i : i < n, xji ∈ F})

= lim sup
n→∞

1

n
#({i : i < jn, i ∈ I, xi ∈ F})

= lim sup
n→∞

1

n
#({i : i < jn, i ∈ I, xi ∈ F ∩Gm})

(because {i : i ∈ I, xi /∈ Gm} is finite)

≤ lim sup
n→∞

jn

n

1

jn
#({i : i < jn, xi ∈ F ∩ Fm})

=
1

µK
lim sup
n→∞

1

jn
#({i : i < jn, xi ∈ F ∩ Fm})

≤
1

µK
lim sup
n→∞

1

n
#({i : i < n, xi ∈ F ∩ Fm})

≤
1

µK
µ(F ∩ Fm) ≤

1

µK
(µ(F ∩K) + 2−m) = νF +

1

2mµK
;
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as m is arbitrary, d∗({n : yn ∈ F}) ≤ νF ; as F is arbitrary, 〈yn〉n∈N is equidistributed for ν. QQQ

(b) Now turn to the general case. Let f be a Radon-Nikodým derivative of ν; we may suppose that f is
measurable and non-negative and defined everywhere in X. Then there is a sequence 〈Km〉m∈N in K such
that f =a.e.

∑∞
m=0

1
m+1χKm. PPP Choose fm, Km inductively, as follows. f0 = f . Given that fm ≥ 0 is

measurable, set Em = {x : fm(x) ≥ 1
m+1} and let Km ∈ K be such that Km ⊆ Em and µ(Em \Km) ≤ 2−m;

set fm+1 = fm−
1

m+1χKm. Then 〈fm〉m∈N is non-increasing; set g = limm→∞ fm. ??? If g is not zero almost

everywhere, let r ∈ N be such that µE > 2−r+1 where E = {x : g(x) ≥ 1
r+1}. Then E ⊆ Em for every

m ≥ r, so µ(E \ Km) ≤ 2−m for every m ≥ r and F = E ∩
⋂
m≥rKm is not empty. Take x ∈ F ; then

fm+1(x) ≤ fm(x)− 1
m+1 for every m ≥ r, which is impossible. XXX So g = 0 a.e. and f =a.e.

∑∞
m=0

1
m+1χKm.

QQQ
By (a), we have for each m a sequence 〈ymn〉n∈N in X such that

µ(F ∩Km) ≥ µKm · lim supn→∞
1

n
#({i : i < n, ymi ∈ F})

for every closed F ⊆ X. For n ∈ N, let νn be the point-supported measure on X defined by setting

νnA =
∑∞
m=0

µKm

(n+1)(m+1)
#({i : i ≤ n, ymi ∈ A})

for A ⊆ X; because
∑∞
m=0

µKm

m+1
=

∫
fdµ = 1, νn is a probability measure. If F ⊆ X is closed,

lim sup
n→∞

νnF ≤
∞∑

m=0

µKm

m+1
lim sup
n→∞

1

n+1
#({i : i ≤ n, ymi ∈ F})

(because
∑∞
m=0

µKm

m+1
<∞)

≤
∞∑

m=0

1

m+1
µ(F ∩Km) =

∫

F

fdµ = νF.

So 491D tells us that there is an equidistributed sequence for ν, as required.

491S The asymptotic density filter Corresponding to the asymptotic density ideal, of course we have
a filter. It is not surprising that convergence along this filter, in the sense of 2A3Sb, should be interesting
and sometimes important.

(a) Set

Fd = {N \ I : I ∈ Z} = {I : I ⊆ N, limn→∞
1

n
#(I ∩ n) = 1}.

Then Fd is a filter on N, the (asymptotic) density filter.

(b) For a bounded sequence 〈αn〉n∈N in C, limn→Fd
αn = 0 iff limn→∞

1

n+1

∑n
k=0 |αk| = 0. PPP Set

M = supk∈N |αk|, and for ǫ > 0 set Iǫ = {n : |αn| ≤ ǫ}. Then, for any n ≥ 1,

ǫ

n+1
#((n+ 1) \ Iǫ) ≤

1

n+1

∑n
k=0 |αk| ≤ ǫ+

M

n+1
#((n+ 1) \ Iǫ).

So if limn→∞
1

n+1

∑n
k=0 |αk| = 0, then limn→∞

1

n+1
#((n+ 1) \ Iǫ) = 0, that is, N \ Iǫ ∈ Z and Iǫ ∈ Fd; as ǫ

is arbitrary, limn→Fd
αn = 0. While if limn→Fd

αn = 0 then N \ Iǫ ∈ Z and lim supn→∞
1

n+1

∑n
k=0 |αk| ≤ ǫ;

again, ǫ is arbitrary, so limn→∞
1

n+1

∑n
k=0 |αk| = 0. QQQ

(c) For any m ∈ N and A ⊆ N, A+m ∈ Fd iff A ∈ Fd. PPP For any n ≥ m, #(n∩(A+m)) = #((n−m)∩A),
so
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d(A+m) = limn→∞
1

n
#(n ∩ (A+m)) = limn→∞

1

n
#(n ∩A) = d(A)

if either d(A+m) or d(A) is defined, in particular, if either A+m or A belongs to Fd. QQQ Hence, or otherwise,
for any (real or complex) sequence 〈αn〉n∈N, limn→Fd

αn = limn→Fd
αm+n if either is defined.

491X Basic exercises (a)(i) Show that if I, J ∈ D = dom d as defined in 491A, then I ∪ J ∈ D iff
I ∩ J ∈ D iff I \ J ∈ D iff I△J ∈ D. (ii) Show that if E ⊆ D is an algebra of sets, then d↾E is additive. (iii)
Find I, J ∈ D such that I ∩ J /∈ D.

>>>(b) Suppose that I ⊆ N and that f : N→ N is strictly increasing. Show that d∗(f [I]) ≤ d∗(I)d∗(f [N]),
with equality if either I or f [N] has asymptotic density.

(c) Suppose that I ⊆ N. (i) Show that there is a J ⊆ I such that d∗(J) = d∗(I \ J) = d∗(I). (ii) Show
that if 0 ≤ α ≤ d∗(I) there is a J ⊆ I such that d∗(J) = α and d∗(I \ J) = d∗(I)−α. (iii) Show that if d(I)
is defined and 0 ≤ α ≤ d(I) there is a J ⊆ I such that d(J) is defined and equal to α.

(d)(i)(α) Show that if I, K ⊆ N are such that d(I) and d(K) are defined, there is a J ⊆ N such
that d(J) is defined and d(J) = d∗(J ∩ I) = d∗(J ∩ K) = min(d(I), d(K)). (β) Let I ⊆ N be such that
d(J) = d∗(J ∩ I) + d∗(J \ I) for every J ⊆ N such that d(J) is defined. Show that either I ∈ Z or N \ I ∈ Z.
(ii) Show that for every ǫ > 0 there is an I ⊆ N such that d∗(I) = ǫ but d(J) = 1 whenever J ⊇ I and d(J)
is defined.

(e) Let (X,Σ, µ) be a probability space and 〈En〉n∈N a sequence in Σ. For x ∈ X, set Ix = {n : n ∈ N,
x ∈ En}. Show that

∫
d∗(Ix)µ(dx) ≥ lim infn→∞ µEn.

(f) Let (X,T,Σ, µ) be a compact Radon probability space. Take any point ∞ not belonging to X, and
give X ∪ {∞} the topology generated by {G ∪ {∞} : G ∈ T}. Show that X ∪ {∞} is compact and that the
image measure µ∞ of µ under the identity map from X to X ∪{∞} is a quasi-Radon measure, inner regular
with respect to the compact sets. Show that if we set xi =∞ for every i, then 〈xi〉i∈N is equidistributed for
µ∞.

>>>(g)(i) Show that a sequence 〈ti〉i∈N in [0, 1] is equidistributed (with respect to Lebesgue measure) iff
limn→∞

1
n+1#({i : i ≤ n, ti ≤ β}) = β for every β ∈ [0, 1]. (ii) Show that if α ∈ R is irrational then the

sequence 〈<iα>〉i∈N of fractional parts of multiples of α is equidistributed. (Hint : 281N.) (iii) Show that
a function f : [0, 1] → R is Riemann integrable (134K) iff limn→∞

1
n+1

∑n
i=0 f(ti) is defined in R for every

equidistributed sequence 〈ti〉i∈N in [0, 1]. (iv) Show that a sequence 〈ti〉i∈N in [0, 1] is equidistributed iff

limn→∞
1

n+1

∑n
i=0 f(ti) is defined and equal to R

∫ 1

0
f for every Riemann integrable function f : [0, 1]→ R.

>>>(h) Let X be a topological space, µ a probability measure on X measuring every zero set, and 〈xi〉i∈N

an equidistributed sequence in X. Show that limn→∞
1

n+1

∑n
i=0 f(xi) is defined and equal to

∫
f dµ for

every bounded f : X → R which is continuous almost everywhere. (Cf. 134L.)

(i) Show that the usual measure on the split interval (419L) has an equidistributed sequence.

(j) Let X be a metrizable space, and µ a quasi-Radon probability measure on X. (i) Show that there
is an equidistributed sequence for µ. (ii) Show that if the support of µ is not compact, and 〈xi〉i∈N is
an equidistributed sequence for µ, then there is a continuous integrable function f : X → R such that
limn→∞

1
n+1

∑n
i=0 f(xi) =∞.

(k) Let φ : c → PN be an injective function. For each n ∈ N let λn be the uniform probability measure
on P(Pn), giving measure 2−2n to each singleton. Define ψn : P(Pn) → {0, 1}c by setting ψn(I)(ξ) = 1 if
φ(ξ) ∩ n ∈ I, 0 otherwise, and let νn be the image measure λnψ

−1
n . Show that νnE is the usual measure

of E whenever E ⊆ {0, 1}c is determined by coordinates in a finite set on which the map ξ 7→ φ(ξ) ∩ n is
injective. Use this with 491D to prove 491G.
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>>>(l)(i) Let Z be the Stone space of the measure algebra of Lebesgue measure on [0, 1], with its usual
measure. Show that there is no equidistributed sequence in Z. (Hint : meager sets in Z have negligible
closures.) (ii) Show that Dieudonné’s measure on ω1 (411Q) has no equidistributed sequence. (iii) Show
that if #(I) > c then the usual measure on {0, 1}I has no equidistributed sequence. (Hint : if 〈xi〉i∈N is any
sequence in {0, 1}I , there is an infinite J ⊆ I such that 〈xi(η)〉i∈N = 〈xi(ξ)〉i∈N for all η, ξ ∈ J .) (iv) Show
that if X is a topological group with a Haar probability measure µ, and X is not separable, then µ has no
equidistributed sequence. (Hint : use 443D to show that every separable subset is negligible.)

(m) Let X be a compact Hausdorff abelian topological group and µ its Haar probability measure. Show
that a sequence 〈xi〉i∈N in X is equidistributed for µ iff limn→∞

1
n+1

∑n
i=0 χ(xi) = 0 for every non-trivial

character χ : X → S1. (Hint : 281G.)

(n)(i) Let 〈an〉n∈N be a non-decreasing sequence in Z = PN/Z. Show that there is an a ∈ Z such that
an ⊆ a for every n ∈ N and d̄∗(a) = supn∈N d̄

∗(an). (ii) Show that Z is not Dedekind σ-complete. (Hint :
393Bc).

(o) Let Z, d̄∗ and D be as in 491K. Show that if a ∈ D \ {0} and Za is the principal ideal of Z generated
by a, then (Za, d̄

∗↾Za) is isomorphic, up to a scalar multiple of the submeasure, to (Z, d̄∗).

(p) Let (X,Σ, µ) be a semi-finite measure space and T a topology on X. Show that µ is effectively regular
iff whenever E ∈ Σ, µE < ∞ and ǫ > 0 there are a measurable open set G and a measurable closed set
F ⊇ G such that µ(F \ E) + µ(E \G) ≤ ǫ. 52

(q) Let X be a normal topological space and µ a topological measure on X which is inner regular with
respect to the closed sets and effectively locally finite. Show that µ is effectively regular.

(r) Let X be a topological space and µ an effectively regular measure on X. (i) Show that the completion
and c.l.d. version of µ are also effectively regular. (ii) Show that if Y ⊆ X then the subspace measure on Y
is again effectively regular. (iii) Show that any totally finite indefinite-integral measure over µ is effectively
regular.

(s)(i) Let X1, X2 be topological spaces with effectively regular measures µ1, µ2. Show that the c.l.d.
product measure on X1 ×X2 is effectively regular with respect to the product topology. (Hint : 412R.) (ii)
Let 〈Xi〉i∈I be a family of topological spaces and µi an effectively regular probability measure on Xi for
each i. Show that the product probability measure on

∏
i∈I Xi is effectively regular.

(t) Give [0, 1] the topology T generated by the usual topology and {[0, 1] \ A : A ⊆ Q}. Let µL be
Lebesgue measure on [0, 1], and Σ its domain. For E ∈ Σ set µE = µLE + #(E ∩ Q) if E ∩ Q is finite,
∞ otherwise. Show that µ is a σ-finite quasi-Radon measure with respect to the topology T, but is not
effectively regular.

(u) Let A be a countable Boolean algebra and ν a finitely additive functional on A such that ν1 = 1.
Show that there is a Boolean homomorphism π : A → PN such that d(πa) is defined and equal to νa for
every a ∈ A (i) using 491Xc (ii) using 392H, 491P and 341Xc.

(v) Let X be a dyadic space. (i) Show that there is a Radon probability measure on X with support X.
(ii) Show that the following are equiveridical: (α) w(X) ≤ c; (β) every Radon probability measure on X
has an equidistributed sequence; (γ) X is separable. (Hint : 4A2Dd, 418L.)

(w) Give an example of a Radon probability space (X,µ) with a closed conegligible set F ⊆ X such that
µ has an equidistributed sequence but the subspace measure µF does not. (Hint : the Stone space of the
measure algebra of Lebesgue measure embeds into {0, 1}c.)

(x) Let X be a topological space. A sequence 〈xn〉n∈N in X is called statistically convergent to x ∈ X
if d({i : xi ∈ G}) = 1 for every open set G containing x. (i) Show that if X is first-countable then 〈xn〉n∈N

is statistically convergent to x iff there is a set I ⊆ N such that d(I) = 1 and 〈xn〉n∈I converges to x in
the ordinary sense that {n : n ∈ I, xn /∈ G} is finite for every open set G containing x. (ii) Show that a

bounded sequence 〈αn〉n∈N in R is statistically convergent to α iff limn→∞
1

n

∑n−1
i=0 |αi − α| = 0.
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491Y Further exercises (a) Show that every subset A of N is expressible in the form IA△JA where
d(IA) = d(JA) = 1

2 (i) by a direct construction, with A 7→ IA a continuous function (ii) using 443D.

(b) (M.Elekes) Let (X,Σ, µ) be a σ-finite measure space and 〈En〉n∈N a sequence in Σ such that⋂
n∈N

⋃
m≥nEm is conegligible. Show that there is an I ∈ Z such that

⋂
n∈N

⋃
m∈I\nEm is conegligible.

(c) (cf. Bergelson 85) Let A be a Boolean algebra, A ⊆ A \ {0} a non-empty set and α ∈ [0, 1].
Show that the following are equiveridical: (i) there is a finitely additive functional ν : A → [0, 1] such that
νa ≥ α for every a ∈ A (ii) for every sequence 〈an〉n∈N in A there is a set I ⊆ N such that d∗(I) ≥ α and
infi∈I∩n ai 6= 0 for every n ∈ N.

(d) Let A be a Boolean algebra, and ν : A→ [0,∞] a submeasure. Show that ν is uniformly exhaustive
iff whenever 〈an〉n∈N is a sequence in A such that infn∈N νan > 0, there is a set I ⊆ N such that d∗(I) > 0
and infi∈I∩n ai 6= 0 for every n ∈ N.

>>>(e) Show that if X is a Hausdorff space and f : N → X is injective, then there is an open set G ⊆ X
such that f−1[G] does not have asymptotic density.

(f) Find a topological space X with a τ -additive topological probability measure µ on X, a sequence
〈xi〉i∈N in X and a base G for the topology of X, consisting of measurable sets and closed under finite
intersections, such that µG ≤ lim infn→∞

1
n+1#({i : i ≤ n, xi ∈ G}) for every G ∈ G but 〈xi〉i∈N is not

equidistributed.

(g) Let X be a compact Hausdorff space on which every Radon probability measure has an equidistributed
sequence. Show that the cylindrical σ-algebra of C(X) is the σ-algebra generated by sets of the form
{f : f ∈ C(X), f(x) > α} where x ∈ X and α ∈ R.

(h) Give ω1+1 and [0, 1] their usual compact Hausdorff topologies. Let 〈ti〉i∈N be a sequence in [0, 1] which
is equidistributed for Lebesgue measure µL, and set Q = {ti : i ∈ N}, X = (ω1 × ([0, 1] \Q)) ∪ ({ω1} ×Q),
with the subspace topology inherited from (ω1 + 1) × [0, 1]. (i) Set F = {ω1} × Q. Show that F is a
closed Baire set in the completely regular Hausdorff space X. (ii) Show that if f ∈ Cb(X) then there are a
gf ∈ C([0, 1]) and a ζ < ω1 such that such that f(ξ, t) = gf (t) whenever (ξ, t) ∈ X and ζ ≤ ξ ≤ ω1. (iii)
Show that there is a Baire measure µ on X such that

∫
fdµ =

∫
gfdµL for every f ∈ Cb(X). (iv) Show that

µF = 0. (v) Show that
∫
fdµ = limn→∞

1
n+1

∑n
i=0 f(ω1, ti) for every f ∈ Cb(X), but that 〈(ω1, ti)〉i∈N is

not equidistributed with respect to µ.

(i) Let (X,T,Σ, µ) be a topological measure space. Let E be the Jordan algebra of X (411Yc). (i)
Suppose that µ is a complete probability measure on X and 〈xi〉i∈N an equidistributed sequence in X. Show
that the asymptotic density d({i : xi ∈ E}) is defined and equal to µE for every E ∈ E . (ii) Suppose that µ
is a probability measure on X and that 〈xi〉i∈N is a sequence in X such that d({i : xi ∈ E}) is defined and
equal to µE for every E ∈ E . Show that limn→∞

1
n+1

∑n
i=0 f(xi) =

∫
fdµ for every f ∈ Cb(X).

(j) Show that a sequence 〈xi〉i∈N in [0, 1] is equidistributed for Lebesgue measure iff there is some r0 ∈ N

such that limn→∞
1

n+1

∑n
i=0 x

r
i = 1

r+1 for every r ≥ r0.

(k) Let Z, µ, X = Z × {0, 1} and ν be as described in 439K, so that µ is a Radon probability measure
on the compact metrizable space Z, X has a compact Hausdorff topology finer than the product topology
and agreeing with the product topology on Z × {0}, and ν is a measure on Z extending µ. (i) Show that
if f ∈ C(X), then {t : t ∈ Z, f(t, 0) 6= f(t, 1)} is countable. (ii) Show that

∫
f(t, 0)µ(dt) =

∫
f(t, 1)ν(dt)

for every f ∈ C(X). (iii) Let λ be the measure νg−1 on X, where g(t, 0) = g(t, 1) = (t, 1) for t ∈ Zs. Show
that there is a sequence 〈xi〉i∈N in Z × {0} such that

∫
fdλ = limn→∞

1
n+1

∑n
i=0 f(xi) for every f ∈ C(X),

but that 〈xi〉i∈N is not λ-equidistributed.

(l)(i) Show that a Radon probability measure on an extremally disconnected compact Hausdorff space has
an equidistributed sequence iff it is point-supported. (ii) Show that there is a separable compact Hausdorff
space with a Radon probability measure which has no equidistributed sequence.
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(m) Show that there is a countable dense set D ⊆ [0, 1]c such that no sequence in D is equidistributed
for the usual measure on [0, 1]c .

(n) Let Z = PN/Z and d̄∗ : Z → [0, 1] be as in 491I. Show that d̄∗ is order-continuous on the left
in the sense that whenever A ⊆ Z is non-empty and upwards-directed and has a supremum c ∈ Z, then
d̄∗(c) = supa∈A d̄

∗(a).

(o)(i) Show that Z is weakly (σ,∞)-distributive. (ii) Show that Z ∼= ZN. (iii) Show that Z has the
σ-interpolation property, but is not Dedekind σ-complete. (iv) Show that Z has many involutions in the
sense of 382O.

(p) Let (X, ρ) be a separable metric space and µ a Borel probability measure on X. (i) Show that there is
an equidistributed sequence in X. (ii) Show that if 〈xi〉i∈N is an equidistributed sequence in X, and 〈yi〉i∈N is
a sequence in X such that limi→∞ ρ(xi, yi) = 0, then 〈yi〉i∈N is equidistributed. (iii) Show that if f : X → R

is a bounded function, then limn→∞
1

n+1

∑n
i=0 f(xi) − f(yi) = 0 for all equidistributed sequences 〈xi〉i∈N,

〈yi〉i∈N in X iff {x : f is continuous at x} is conegligible, and in this case limn→∞
1

n+1

∑n
i=0 f(xi) =

∫
fdµ

for every equidistributed sequence 〈xi〉i∈N in X.

(q) Let (X,T) be a topological space, µ a probability measure on X, and φ : X → X an inverse-measure-
preserving function. (i) Suppose that T has a countable network consisting of measurable sets, and that φ is
ergodic. Show that 〈φn(x)〉n∈N is equidistributed for almost every x ∈ X. (ii) Suppose that µ is either inner
regular with respect to the closed sets or effectively regular, and that {x : 〈φn(x)〉n∈N is equidistributed} is
not negligible. Show that φ is ergodic.

(r) Let 〈Xξ〉ξ<c be a family of topological spaces with countable networks consisting of Borel sets, and µ a
τ -additive topological probability measure on X =

∏
ξ<cXξ. Show that µ has an equidistributed sequence.

(s)(i) Show that there is a family 〈aξ〉ξ<c in Z such that infξ∈I aξ = 0 and supξ∈I aξ = 1 for every infinite
I ⊆ c. (ii) Show that if B ⊆ Z \ {0} has cardinal less than c then there is an a ∈ Z such that b ∩ a and b \ a
are non-zero for every b ∈ B.

(t) Let (X,T,Σ, µ) be a τ -additive topological probability space. A sequence 〈xi〉i∈N in X is completely
equidistributed if, for every r ≥ 1, the sequence 〈〈xn+i〉i<r〉n∈N is equidistributed for some (therefore any)
τ -additive extension of the c.l.d. product measure µr on Xr. (i) Show that if there is an equidistributed
sequence in X, then there is a completely equidistributed sequence in X. (ii) Show that if T is second-
countable, then µN-almost every sequence in X is completely equidistributed. (iii) Show that if X has two
disjoint open sets of non-zero measure, then no sequence which is well-distributed in the sense of 281Ym
can be completely equidistributed.

(u) Suppose, in 491O, that µ is a topological measure. Show that Tπf
• ≤ RSf for every bounded lower

semi-continuous f : X → R.

491Z Problem It is known that for almost every x > 1 the sequence 〈<xi>〉i∈N of fractional parts of
powers of x is equidistributed for Lebesgue measure on [0, 1] (Kuipers & Niederreiter 74, p. 35). But
is 〈<( 3

2 )n>〉n∈N equidistributed?

491 Notes and comments The notations d∗, d (491A) are standard, and usefully suggestive. But coming
from measure theory we have to remember that d∗, although a submeasure, is not an outer measure, the
domain of d is not an algebra of sets (491Xa), and d and d∗ are related by only one of the formulae we expect
to connect a measure with an outer measure (491Ac, 491Xd). In 491C, the limit limn→∞

1
n

∑n
i=0 f(xi), when

it is defined, is the Cesàro mean of the sequence 〈f(xi)〉i∈N. The delicacy of the arguments here arises
from the fact that the family of (bounded) sequences with Cesàro means, although a norm-closed linear
subspace of ℓ∞, is neither a sublattice nor a subalgebra. When we turn to the quotient algebra Z = PN/Z,
we find ourselves with a natural submeasure to which we can apply ideas from §392 to good effect (491I;
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see also 491Yn and 491Yo). What is striking is that equidistributed sequences induce regular embeddings
of measure algebras in Z which can be thought of as measure-preserving (491N).

Most authors have been content to define an ‘equidistributed sequence’ to be one such that the integrals
of bounded continuous functions are correctly specified (491Cf, 491Cg); that is, that the point-supported
measures 1

n+1

∑n
i=0 δxi

converge to µ in the vague topology on an appropriate class of measures (437J).
I am going outside this territory in order to cover some ideas I find interesting. 491Yk shows that it
makes a difference; there are Borel measures on compact Hausdorff spaces which have sequences which give
the correct Cesàro means for continuous functions, but lie within negligible closed sets; and the same can
happen with Baire measures (491Yh). It seems to be difficult, in general, to determine whether a topological
probability space – even a compact Radon probability space – has an equidistributed sequence. In the proofs
of 491D-491G I have tried to collect the principal techniques for showing that spaces do have equidistributed
sequences. In the other direction, it is obviously impossible for a space to have an equidistributed sequence if
every separable subspace is negligible (491Xl). For an example of a separable compact Hausdorff space with
a Radon measure which does not have an equidistributed sequence, we seem to have to go deeper (491Yl).

491Z is a famous problem. It is not clear that it is a problem in measure theory, and there is no reason
to suppose that any of the ideas of this treatise beyond 491Xg are relevant. I mention it because I think
everyone should know that it is there.

Version of 30.5.16

492 Combinatorial concentration of measure

‘Concentration of measure’ takes its most dramatic forms in the geometrically defined notions of con-
centration explored in §476. But the phenomenon is observable in many other contexts, if we can devise
the right abstract geometries to capture it. In this section I present one of Talagrand’s theorems on the
concentration of measure in product spaces, using the Hamming metric (492D), and Maurey’s theorem on
concentration of measure in permutation groups (492H).

492A Lemma Let (X,Σ, µ) be a totally finite measure space, α < β in R, φ : [α, β] → R a convex
function, and f : X → [α, β] a Σ-measurable function. Then

∫
φ(f(x))µ(dx) ≤

φ(β)−φ(α)

β−α

∫
fdµ+

βφ(α)−αφ(β)

β−α
µX.

proof If t ∈ [α, β] then t =
t−α

β−α
β +

β−t

β−α
α, so

φ(t) ≤
t−α

β−α
φ(β) +

β−t

β−α
φ(α) =

φ(β)−φ(α)

β−α
t+

βφ(α)−αφ(β)

β−α
.

Accordingly

φ(f(x)) ≤
φ(β)−φ(α)

β−α
f(x) +

βφ(α)−αφ(β)

β−α

for every x ∈ X; integrating with respect to x, we have the result.

492B Corollary Let (X,Σ, µ) be a probability space and f : X → [α, 1] a measurable function, where

0 < α ≤ 1. Then
∫ 1

f
dµ ·

∫
fdµ ≤

(1+α)2

4α
.

proof Set γ =
∫
fdµ, so that α ≤ γ ≤ 1. By 492A, with φ(t) =

1

t
,

∫ 1

f
dµ ≤

γ

1−α
(1−

1

α
) +

1

1−α
(
1

α
− α) =

1+α−γ

α
.

Now
1+α−γ

α
· γ takes its maximum value

(1+α)2

4α
when γ =

1+α

2
, so this is also a bound for

∫
1
f

∫
f .

c© 2001 D. H. Fremlin
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492C Lemma
1

2
(1 + cosh t) ≤ et

2/4 for every t ∈ R.

proof For k ≥ 1, 4kk! ≤ 2(2k)! (induce on k), so

1 + cosh t = 2 +
∑∞
k=1

t2k

(2k)!
≤ 2 +

∑∞
k=1

2t2k

4kk!
= 2et

2/4.

492D Theorem (Talagrand 95) Let 〈(Xi,Σi, µi)〉i<n be a non-empty finite family of probability
spaces with product (X,Λ, λ). Let ρ be the normalized Hamming metric on X defined by setting

ρ(x, y) =
1

n
#({i : i < n, x(i) 6= y(i)}) for x, y ∈ X. If W ∈ Λ and λW > 0, then

∫
etρ(x,W )λ(dx) ≤

1

λW
et

2/4n

for every t ≥ 0.

proof The formulae below will go much more smoothly if we work with the simple Hamming metric
σ(x, y) = #({i : x(i) 6= y(i)}) instead of ρ. In this case, we can make sense of the case n = 0, and this will
be useful. In terms of σ, our target is to prove that if W ∈ Λ and λW > 0, then

∫
etσ(x,W )λ(dx) ≤

1

λW
ent

2/4

for every t ≥ 0.

(a) To begin with, suppose that every Xi = Z = {0, 1}N, every µi is a Borel measure, and W is compact.
Note that in this case λ is a Radon measure (because the Xi are compact and metrizable), and

{x : σ(x,W ) ≤ m} =
⋃
I⊆n,#(I)≤m{x : ∃ y ∈W, x↾n \ I = y↾n \ I}

is compact for every m, so the function x 7→ σ(x,W ) is measurable.

Induce on n. If n = 0 we must have W = X = {∅} and σ(x,W ) = 0 for every x, so the result is
trivial. For the inductive step to n+ 1, we have W ⊆ X ×Xn, where X =

∏
i<nXi, and we are looking at∫∫

etσ((x,ξ),W )λ(dx)µn(dξ). Now, setting Vξ = {x : (x, ξ) ∈W} for ξ ∈ Xn,

V =
⋃
ξ∈Xn

Vξ = {x : ∃ ξ ∈ Xn, (x, ξ) ∈W},

we have

σ((x, ξ),W ) ≤ min(σ(x, Vξ), 1 + σ(x, V ))

for all x and ξ, counting σ(x, ∅) as ∞ if Vξ is empty. So, for any ξ ∈ Xn,

∫
etσ((x,ξ),W )λ(dx) ≤ min(

∫
etσ(x,Vξ)λ(dx), et

∫
etσ(x,V )λ(dx))

≤ ent
2/4 min(

1

λVξ

,
et

λV
)

by the inductive hypothesis, counting min(
1

0
,
et

λV
) as

et

λV
.

It follows that if we set f(ξ) = max(e−t,
λVξ

λV
) for ξ ∈ Xn,
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(λ× µn)(W ) ·

∫
etσ((x,ξ),W )λ(dx)µn(dξ)

≤

∫
λVξµn(dξ) · ent

2/4

∫
min(

1

λVξ

,
et

λV
)µn(dξ)

= ent
2/4

∫
λVξ

λV
µn(dξ) ·

∫
min(et,

λV

λVξ

)µn(dξ)

≤ ent
2/4

∫
f(ξ)µn(dξ) ·

∫
1

f(ξ)
µn(dξ)

≤ ent
2/4 ·

(1+e−t)2

4e−t

(492B)

=
1

2
ent

2/4(1 + cosh t) ≤ e(n+1)t2/4

by 492C, and
∫
etσ((x,ξ),W )λ(dx)µn(dξ) ≤

1

(λ×µn)(W )
e(n+1)t2/4,

so the induction continues.

(b) Now turn to the general case. If W ∈ Λ, there is a W1 ⊆W such that W1 ∈
⊗̂

i<nΣi and λW1 = λW

(251Wf). There must be countably-generated σ-subalgebras Σ′
i of Σi such that W1 ∈

⊗̂
i<nΣ′

i. For each
i < n, let 〈Eik〉k∈N be a sequence in Σi generating Σ′

i, and let hi : Xi → Z be the corresponding Marczewski
functional, so that hi(ξ) = 〈χEik(ξ)〉k∈N for ξ ∈ Xi. Let µ′

i be the Borel measure on Z defined by setting
µ′
iF = µih

−1
i [F ] for every Borel set F ⊆ Z, and let ν be the product of the measures µ′

i on Y = Zn. If
we set h(x) = 〈hi(x(i))〉i<n for x ∈ X, then h : X → Y is inverse-measure-preserving for λ and ν (254H).
Moreover, by the choice of the Eik, W1 = h−1[V ] for some Borel set V ⊆ Y .

Because Y is a compact metrizable space, ν is the completion of a Borel measure and is a Radon measure
(433Cb). For each I ⊆ n, write νI for the product measure on ZI , and set

VI = {u : u ∈ Zn\I , νI{v : v ∈ ZI , (u, v) ∈ V } > 0},

V ′
I = {y : y ∈ Y, y↾n \ I ∈ VI}.

Then ν(V \ V ′
I ) = 0 for every I ⊆ n, so if we set V ′ =

⋂
I⊆n V

′
I then νV ′ = νV . (Of course V ′ ⊆ V ′

∅ = V .)

Take any γ ∈ ]0, λW [ = ]0, νV ′[. Let K ⊆ V ′ be a compact set such that νK ≥ γ. Set g(y) = etσ(y,K)

for y ∈ Y , where I write σ for the Hamming metric on Y (regarded as a product of n factor spaces). Then
g : Y → R is Borel measurable and gh : X → R is Λ-measurable. Also, for any x ∈ X, σ(x,W ) ≤ σ(h(x),K).
PPP Take y ∈ K such that σ(h(x), y) = σ(h(x),K), and set

I = {i : h(x)(i) 6= y(i)}, u = h(x)↾n \ I = y↾n \ I.

Because y ∈ V ′, u ∈ VI and νIH > 0, where H = {v : v ∈ ZI , (u, v) ∈ V }. But if we write λI for
the product measure on

∏
i∈I Xi, and hI(z) = 〈hi(z(i))〉i∈I for z ∈

∏
i∈I Xi, then hI is inverse-measure-

preserving for λI and νI ; in particular, h−1
I [H] is non-empty. This means that we can find an x′ ∈ X such

that x′↾n \ I = x↾n \ I and x′↾I ∈ h−1
I [H]. In this case, h(x′) ∈ V , so x′ ∈W1 ⊆W , and

σ(x,W ) ≤ σ(x, x′) ≤ #(I) = σ(h(x),K). QQQ

Accordingly

etσ(x,W ) ≤ etσ(h(x),K) = g(h(x))

for every x ∈ X, and

∫
etσ(x,W )λ(dx) ≤

∫
gh dλ =

∫
g dν

(because g is ν-integrable and h is inverse-measure-preserving, see 235G)
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≤
1

νK
ent

2/4

(by (a))

≤
1

γ
ent

2/4.

As γ is arbitrary,
∫
etσ(x,W )λ(dx) ≤

1

λW
ent

2/4,

as claimed.

492E Corollary Let 〈(Xi,Σi, µi)〉i<n be a non-empty finite family of probability spaces with product
(X,Λ, λ).

(a) Let ρ be the normalized Hamming metric on X. If W ∈ Λ and λW > 0, then

λ∗{x : ρ(x,W ) ≥ γ} ≤
1

λW
e−nγ

2

for every γ ≥ 0.

(b) If W , W ′ ∈ Λ and γ > 0 are such that e−nγ
2

< λW · λW ′ then there are x ∈ W , x′ ∈ W ′ such that
#({i : i < n, x(i) 6= x′(i)}) < nγ.

proof (a) Set t = 2nγ. By 492D, there is a measurable function f : X → R such that f(x) ≥ etρ(x,W ) for

every x ∈ X and
∫
fdλ ≤

1

λW
et

2/4n. So

λ∗{x : ρ(x,W ) ≥ γ} ≤ λ{x : f(x) ≥ etγ} ≤ e−tγ
∫
fdλ

≤
1

λW
e−tγ+t

2/4n =
1

λW
e−nγ

2

.

(b) By (a), λ∗{x : ρ(x,W ′) ≥ γ} < λW , so there must be an x ∈W such that ρ(x,W ′) < γ.

492F The next theorem concerns concentration of measure in permutation groups. I approach this
through a general result about slowly-varying martingales (492G).

Lemma et ≤ t+ et
2

for every t ∈ R.

proof If t ≥ 1 then t ≤ t2 so

et ≤ et
2

≤ t+ et
2

.

If 0 ≤ t ≤ 1 then

et = 1 + t+

∞∑

n=2

tn

n!
≤ 1 + t+

∞∑

k=1

(
1

(2k)!
+

1

(2k+1)!
)t2k

≤ 1 + t+
∞∑

k=1

t2k

k!
= t+ et

2

.

If t ≤ 0 then

et = 1 + t+

∞∑

n=2

tn

n!
≤ 1 + t+

∞∑

k=1

t2k

(2k)!

≤ 1 + t+

∞∑

k=1

t2k

k!
= t+ et

2

.
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492G Lemma (Milman & Schechtman 86) Let (X,Σ, µ) be a probability space, and 〈fn〉n∈N a
martingale on X. Suppose that fn ∈ L

∞(µ) for every n, and that αn ≥ ess sup |fn − fn−1| for n ≥ 1. Then
for any n ≥ 1 and γ ≥ 0,

Pr(fn − f0 ≥ γ) ≤ exp(−γ2/4
∑n
i=1 α

2
i ),

at least if
∑n
i=1 α

2
i > 0.

proof Let 〈Σn〉n∈N be a non-decreasing sequence of σ-subalgebras of Σ to which 〈fn〉n∈N is adapted.

(a) I show first that

E(exp(λ(fn − f0))) ≤ exp(λ2
∑n
i=1 α

2
i )

for any n ≥ 0 and any λ > 0. PPP Induce on n. For n = 0, interpreting
∑0
i=1 as 0, this is trivial. For

the inductive step to n + 1, set g = fn − fn−1 and let g1, g2 be conditional expectations of exp(λg) and
exp(λ2g2) on Σn−1. Because |g| ≤ αn a.e., exp(λ2g2) ≤ exp(λ2α2

n) a.e. and g2 ≤ exp(λ2α2
n) a.e. Because

exp(λg) ≤ λg + exp(λ2g2) wherever g is defined (492F), and 0 is a conditional expectation of g on Σn−1,
g1 ≤ g2 ≤ exp(λ2α2

n) a.e.
Now observe that fn−1−f0 is Σn−1-measurable, so that exp(λ(fn−1−f0))×g1 is a conditional expectation

of exp(λ(fn−1 − f0))× exp(λg) =a.e. exp(λ(fn − f0)) on Σn−1 (233Eg). Accordingly

E(exp(λ(fn − f0))) = E(exp(λ(fn−1 − f0))× g1)

≤ ess sup |g1| · E(exp(λ(fn−1 − f0)))

≤ exp(λ2α2
n) exp(λ2

n−1∑

i=1

α2
i )

(by the inductive hypothesis)

= exp(λ2
n∑

i=1

α2
i )

and the induction continues. QQQ

(b) Now take n ≥ 1 such that
∑n
i=1 α

2
i > 0 and γ ≥ 0. Set λ = γ/2

∑n
i=1 α

2
i . Then

Pr(fn − f0 ≥ γ) = Pr(exp(λ(fn − f0)) ≥ eλγ)

≤ e−λγE(exp(λ(fn − f0))) ≤ e−λγ exp(λ2
n∑

i=1

α2
i )

(by (a) above)

= e−λγ/2 = exp(−γ2/4
n∑

i=1

α2
i )

as claimed.

492H Theorem (Maurey 79) Let X be a non-empty finite set and G the group of all permutations of
X with its discrete topology. For π, φ ∈ G set

ρ(π, φ) =
#({x:x∈X,π(x) 6=φ(x)})

#(X)
.

Then ρ is a metric on G. Give G its Haar probability measure, and let f : G→ R be a 1-Lipschitz function.
Then

Pr(f − E(f) ≥ γ) ≤ exp(−
γ2#(X)

16
)

for any γ ≥ 0.
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proof (a) We may suppose that X = n = {0, . . . , n − 1} where n = #(X). For m ≤ n, p : m → n set
Ap = {π : π ∈ G, π↾m = p}, and let Σm be the subalgebra of PG generated by {Ap : p ∈ nm}, and fm the
(unique) conditional expectation of f on Σm. Then

fm(π) =
1

#(Ap)

∑
φ∈Ap

f(φ)

whenever π ∈ G and p = π↾m, while

{∅, G} = Σ0 ⊆ Σ1 ⊆ . . . ⊆ Σn−1 = Σn = PG.

(b) |fm(π) − fm−1(π)| ≤
2

n
whenever 1 ≤ m ≤ n and π ∈ G. PPP Set p = π↾m − 1 and k = π(m − 1).

Set J = p[m − 1] = {π(i) : i < m − 1}, and for j ∈ n \ J let pj = pa<j> be that function from m to n
which extends p and takes the value j at m− 1; let αj be the common value of fm(φ) for φ ∈ Apj , so that

fm(π) = αk. Now, for each j ∈ n \ (J ∪ {k}), the function φ 7→ (
←−
j k)φ is a bijection from Apk to Apj , where

(
←−
j k) ∈ G is the transposition which exchanges j and k. But this means that

|αj − αk| =
∣∣ 1

(n−m)!

∑

φ∈Apj

f(φ)−
1

(n−m)!

∑

φ∈Apk

f(φ)
∣∣

=
1

(n−m)!

∣∣ ∑

φ∈Apj

f(φ)− f((
←−
j k)φ)

∣∣

≤ sup
φ∈Apj

∣∣f(φ)− f((
←−
j k)φ)

∣∣ ≤ 2

n

because f is 1-Lipschitz and ρ(φ, (
←−
j k)φ) = 2

n for every φ. And this is true for every j ∈ n \ (J ∪ {k}).
Accordingly

|fm(π)− fm−1(π)| =
∣∣αk − 1

(n−m+1)!

∑

φ∈Ap

f(φ)
∣∣ =

∣∣αk − 1

n−m+1

∑

j∈n\J

αj
∣∣

≤
1

n−m+1

∑

j∈n\J

|αk − αj | ≤
1

n−m+1

∑

j∈n\J

2

n
=

2

n
,

as claimed. QQQ

(c) Now observe that f = fn−1 and that f0 is the constant function with value E(f), so that

Pr(f − E(f) ≥ γ) = Pr(fn−1 − f0 ≥ γ) ≤ exp(−γ2/4
n−1∑

i=1

(
2

n
)2)

(492G)

= exp(−
nγ2

16
),

which is what we were seeking to prove.

492I Corollary Let X be a non-empty finite set, with #(X) = n, and G the group of all permutations
of X. Let µ be the Haar probability measure of G when given its discrete topology. Suppose that A ⊆ G
and µA ≥ 1

2 . Then

µ{π : π ∈ G, ∃ φ ∈ A, #({x : x ∈ X, π(x) 6= φ(x)}) ≤ k} ≥ 1− exp(−
k2

64n
)

for every k ≤ n.
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proof If exp(−
k2

64n
) ≥ 1

2 , this is trivial, since the left-hand-side of the inequality is surely at least 1
2 .

Otherwise, set g(π) =
1

n
minφ∈A #({x : x ∈ X, π(x) 6= φ(x)}) for π ∈ G, so that g is 1-Lipschitz for the

metric ρ of 492H. Applying 492H to f = −g, we see that

Pr(E(g)− g ≥
k

2n
) ≤ exp(−

k2

64n
) <

1

2
,

and there must be some π ∈ A such that E(g)− g(π) <
k

2n
, so that E(g) <

k

2n
. This means that

µ{π : π ∈ G, ∃ φ ∈ A,#({x : x ∈ X, π(x) 6= φ(x)}) ≤ k}

= 1− µ{π : π ∈ G, g(π) >
k

n
}

≥ 1− Pr(g − E(g) ≥
k

2n
) ≥ 1− exp(−

k2

64n
),

applying 492H to g itself.

492X Basic exercises (a) Let (X,Σ, µ) be a probability space, and 〈fn〉n∈N a martingale on X. Suppose

that fn ∈ L
∞(µ) for every n, and that σ =

√∑∞
n=1 α

2
n is finite and not zero, where αn = ess sup |fn−fn−1|

for n ≥ 1. Show that f = limn→∞ fn is defined a.e., and that Pr(f − f0 ≥ γ) ≤ exp(−γ2/4σ2) for every
γ ≥ 0. (Hint : show first that ‖fn‖1 ≤ ‖fn‖2 ≤ σ + ‖f0‖2 for every n, so that we can apply 275G.)

(b) Let (X, ρ) be a metric space and µ a topological probability measure on X. Suppose that γ, ǫ > 0
are such that Pr(f − E(f) ≥ γ) ≤ ǫ whenever f : X → [0, 1] is 1-Lipschitz. Show that if µF ≥ 1

2 then
µ{x : ρ(x, F ) ≥ 2γ} ≤ ǫ.

(c) Let (X, ρ) be a metric space and µ a topological probability measure on X. Suppose that γ, ǫ > 0
are such that µ{x : ρ(x, F ) > γ} ≤ ǫ whenever µF ≥ 1

2 . Show that if f : X → [0, 1] is a 1-Lipschitz function
then Pr(f − E(f) > 2γ + ǫ) ≤ ǫ.

(d) Use 492G to show that if 〈(Xi,Σi, µi)〉i<n is a non-empty finite family of probability spaces with
product (X,Λ, λ), and X is given its normalized Hamming metric, and f ∈ L

∞(λ) is 1-Lipschitz, then

Pr(f − E(f) ≥ γ) ≤ e−nγ
2/4 for every γ ≥ 0. (Hint : if Σk ⊆ Λ is the σ-algebra of subsets of X determined

by coordinates in k, and fk is a conditional expectation of f on Σk, then ess sup |fk+1 − fk| ≤
1
n .)

492 Notes and comments In metric spaces, we can say that a probability measure is ‘concentrated’ if
every Lipschitz function f is almost constant in the sense that, for some α, the sets {x : |f(x) − α| ≥ γ}
have small measure. What is astonishing is that this does not mean that the measure itself is concentrated
on a small set. In 492H, the measure is the Haar probability measure, spread as evenly as it well could be.
Of course, when I say that {x : |f(x) − α| ≥ γ} has ‘small’ measure, I have to let some other parameter
– in 492H, the size of X – vary, while γ itself is fixed. Also the shapes of the formulae depend on which
normalizations we choose (observe the effect of moving from ρ to σ in the proof of 492D). But the value
of 492H is that it gives a strong bound which is independent of the particular function f , provided that it
is 1-Lipschitz. This kind of concentration of measure can be described either in terms of the variation of
Lipschitz functions from their means or in terms of the measures of neighbourhoods of sets of measure 1

2
(492Xb-492Xc). The latter, in a more abstract context, is what is described by the concentration functions
of measures on uniform spaces; there is an example of this in 493C.

The martingale method can be used to prove a version of 492E (492Xd). The method of 492D gives a

better exponent (e−nγ
2

in place of e−nγ
2/4) and also information of a slightly different kind, in that it can

be applied directly to sets W of small measure, at least provided that γ >
1√
n

in 492E. We also need a little

more measure theory here, since sets which are measured by product measures can be geometrically highly
irregular, and our Lipschitz functions x 7→ ρ(x,W ) need not be measurable.

In the proof of 492G we have an interesting application of the idea of ‘martingale’. The inequality here
is quite different from the standard martingale inequalities like 275D or 275F or 275Yd-275Ye. It gives a
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very strong inequality concerning the difference fn−f0, at the cost of correspondingly strong hypotheses on
the differences fi − fi−1; but since we need control of

∑
i ess sup |fi − fi−1|

2, not of
∑
i ess sup |fi − fi−1|,

there is scope for applications like 492H. What the inequality tells us is that most of the time the differences
fi− fi−1 cancel out, just as in the Central Limit Theorem, and that once again we have a vaguely Gaussian
sum fn − f0.

Concentration of measure, in many forms, has been studied intensively in the context of the geometry of
normed spaces, as in Milman & Schechtman 86, from which 492F-492I are taken.

Version of 4.1.13

493 Extremely amenable groups

A natural variation on the idea of ‘amenable group’ (§449) is the concept of ‘extremely amenable’ group
(493A). Expectedly, most of the ideas of 449C-449E can be applied to extremely amenable groups (493B);
unexpectedly, we find not only that there are interesting extremely amenable groups, but that we need
some of the central ideas of measure theory to study them. I give a criterion for extreme amenability of a
group in terms of the existence of suitably concentrated measures (493C) before turning to three examples:
measure algebras under symmetric difference (493D), L0 spaces (493E) and isometry groups of spheres in
infinite-dimensional Hilbert spaces (493G).

493A Definition Let G be a topological group. Then G is extremely amenable or has the fixed
point on compacta property if every continuous action of G on a compact Hausdorff space has a fixed
point.

493B Proposition (a) Let G and H be topological groups such that there is a continuous surjective
homomorphism from G onto H. If G is extremely amenable, so is H.

(b) Let G be a topological group and suppose that there is a dense subset A of G such that every finite
subset of A is included in an extremely amenable subgroup of G. Then G is extremely amenable.

(c) Let G be a topological group with an extremely amenable normal subgroup H such that G/H is
extremely amenable. Then G is extremely amenable.

(d) The product of any family of extremely amenable topological groups is extremely amenable.
(e) Let G be a topological group. Then G is extremely amenable iff there is a point in the greatest ambit

Z of G (definition: 449D) which is fixed by the action of G on Z.
(f) Let G be an extremely amenable topological group. Then every dense subgroup of G is extremely

amenable.

proof We can use the same arguments as in 449C-449F, with some simplifications.

(a) As in 449Ca, let φ : G → H be a continuous surjective homomorphism, X a non-empty compact
Hausdorff space and • : H ×X → X a continuous action. Let •1 be the continuous action of G on X defined
by the formula a•1x = φ(a)•x. Then any fixed point for •1 is a fixed point for •.

(b) Let X be a non-empty compact Hausdorff space and • a continuous action of G on X. For I ∈ [A]<ω

let HI be an extremely amenable subgroup of G including I. The restriction of the action to HI ×X is a
continuous action of HI on X, so

{x : a•x = x for every a ∈ I} ⊇ {x : a•x = x for every a ∈ HI}

is closed and non-empty. Because X is compact, there is an x ∈ X such that a•x = x for every a ∈ A. Now
{a : a•x = x} includes the dense set A, so is the whole of G, and x is fixed under the action of G. As X and
• are arbitrary, G is extremely amenable.

(c) Let X be a compact Hausdorff space and • a continuous action of G on X. Set Q = {x : x ∈ X, a•x = x
for every a ∈ H}; then Q is a closed subset of X and, because H is extremely amenable, is non-empty.
Next, b•x ∈ Q for every x ∈ Q and b ∈ G. PPP If a ∈ H, then b−1ab ∈ H and

a•(b•x) = (ab)•x = (bb−1ab)•x = b•((b−1ab)•x) = b•x.
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As a is arbitrary, b•x ∈ Q. QQQ Accordingly we have a continuous action of G on the compact Hausdorff space
Q.

If b ∈ G, a ∈ H and x ∈ Q, then (ba)•x = b•x. So we have an action of G/H on Q defined by saying
that b••x = b•x for every b ∈ G and x ∈ Q, and this is continuous for the quotient topology on G/H, as in
the proof of 449Cc. Because G/H is extremely amenable, there is a point x of Q which is fixed under the
action of G/H. So b•x = b••x = x for every b ∈ G, and x is fixed under the action of G. As X and • are
arbitrary, G is extremely amenable.

(d) By (c), the product of two extremely amenable topological groups is extremely amenable, since each
can be regarded as a normal subgroup of the product. It follows that the product of finitely many extremely
amenable topological groups is extremely amenable. Now let 〈Gi〉i∈I be any family of extremely amenable
topological groups with product G. For finite J ⊆ I let HJ be the set of those a ∈ G such that a(i) is the
identity in Gi for every i ∈ I \ J . Then HJ is isomorphic (as topological group) to

∏
i∈J Gi, so is extremely

amenable. Since {HJ : J ∈ [I]<ω} is an upwards-directed family of subgroups of G with dense union, (b)
tells us that G is extremely amenable.

(e) Repeat the arguments of 449E(i)⇔(ii), noting that if z0 ∈ Z is a fixed point under the action of G
on Z, then its images under the canonical maps φ of 449Dd will be fixed for other actions.

(f) Again, the idea is to repeat the argument of 449F(a-ii). As there, let H be a dense subgroup of G, U
the space of bounded real-valued functions on G which are uniformly continuous for the right uniformity, and
V the space of bounded real-valued functions on H which are uniformly continuous for the right uniformity.
As in 449F(a-ii), we have an extension operator T : V → U defined by saying that Tg is the unique
continuous extension of g for every g ∈ V ; and b•lTg = T (b•lg) for every b ∈ H and g ∈ V . Now T is a Riesz
homomorphism. So if z ∈ Z is fixed by the action of G, that is, z(a•lf) = z(f) for every a ∈ G and f ∈ U ,
then zT : V → R is a Riesz homomorphism, with z(TχH) = 1, and z(T (b•lg)) = z(b•lTg) = z(Tg) whenever
g ∈ V and b ∈ H. Thus zT is a fixed point of the greatest ambit of H, and H is extremely amenable.

493C Theorem Let G be a topological group and B its Borel σ-algebra. Suppose that for every ǫ > 0,
open neighbourhood V of the identity of G, finite set I ⊆ G and finite family E of zero sets in G there is a
finitely additive functional ν : B → [0, 1] such that νG = 1 and

(i) ν(V F ) ≥ 1− ǫ whenever F ∈ E and νF ≥ 1
2 ,

(ii) for every a ∈ I there is a b ∈ aV such that |ν(bF )− νF | ≤ ǫ for every F ∈ E .

Then G is extremely amenable.

proof (a) Write P for the set of finitely additive functionals ν : B → [0, 1] such that νG = 1. If V is an
open neighbourhood of the identity e of G, ǫ > 0, I ∈ [D]<ω and E is a finite family of zero sets in G, let
A(V, ǫ, I, E) be the set of those ν ∈ P satisfying (i) and (ii) above. Our hypothesis is that none of these sets
A(V, ǫ, I, E) are empty; since A(V, ǫ, I, E) ⊆ A(V ′, ǫ′, I ′, E ′) whenever V ⊆ V ′, ǫ ≤ ǫ′, I ⊇ I ′ and E ⊇ E ′,
there is an ultrafilter F on P containing all these sets.

Let U be the space of bounded real-valued functionals on G which are uniformly continuous for the right
uniformity on G. If we identify L∞(B) with the space of bounded Borel measurable real-valued functions
on G (363H), then U is a Riesz subspace of L∞(B). For each ν ∈ P we have a positive linear functional∫
dν : L∞(B)→ R (363L). For f ∈ U set z(f) = limν→F

∫
fdν.

(b) z : U → R is a Riesz homomorphism, and z(χG) = 1. PPP Of course z is a positive linear functional
taking the value 1 at χG, just because all the integrals

∫
dν are. Now suppose that f0, f1 ∈ U and f0∧f1 = 0.

Take any ǫ > 0. Then there is an open neighbourhood V of e such that |fi(x)−fi(y)| ≤ ǫ whenever xy−1 ∈ V
and i ∈ {0, 1}. Set Fi = {x : fi(x) = 0}, Ei = V Fi for each i. Then F0 ∪ F1 = X, so νF0 + νF1 ≥ 1 for
every ν ∈ P , and there is a j ∈ {0, 1} such that A0 = {ν : νFj ≥

1
2} ∈ F . Next,

A1 = {ν: if νFj ≥
1

2
then ν(V Fj) ≥ 1− ǫ}

belongs to F . Accordingly limν→F νEj ≥ 1− ǫ. As fj(x) ≤ ǫ for every x ∈ Ej ,

z(fj) = limν→F

∫
fjdν ≤ ǫ(1 + ‖fj‖∞).
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This shows that min(z(f0), z(f1)) ≤ ǫ(1 + ‖f1‖∞ + ‖f2‖∞). As ǫ is arbitrary, min(z(f0), z(f1)) = 0; as f0
and f1 are arbitrary, z is a Riesz homomorphism (352G(iv)). QQQ

Thus z belongs to the greatest ambit Z of G.

(c) limν→F

∫
(a−1•lf)dν = limν→F

∫
fdν for every non-negative f ∈ U and a ∈ G. PPP Take any ǫ > 0.

Let V be an open neighbourhood of e such that |f(x)− f(y)| ≤ ǫ whenever x ∈ V y; then

‖a−1•lf − b
−1•lf‖∞ = supx∈G |f(ax)− f(bx)| ≤ ǫ

whenever b ∈ V a. For n ∈ N set Fn = {x : x ∈ G, f(x) ≥ nǫ}. Set m = ⌊ 1ǫ ‖f‖∞⌋, so that Fn = ∅ for every

n > m. Set δ = 1
m+1 ,

A = {ν : there is a b ∈ V a such that |ν(b−1Fn)− νFn| ≤ δ for every n ≤ m}

= {ν : there is a c ∈ a−1V −1 such that |ν(cFn)− νFn| ≤ δ for every n ≤ m} ∈ F .

Take any ν ∈ A and b ∈ V a such that |ν(b−1Fn)−νFn| ≤ δ for every n ≤ m. Then, setting g =
∑m
n=1 ǫχFn,

we have g ∈ L∞(B) and g ≤ f ≤ g+ ǫχG. Since b−1•lg (in the language of 4A5Cc) is just
∑m
n=1 ǫχ(b−1Fn),

we have

| −

∫
a−1

•lf dν −−

∫
f dν| ≤ ǫ+ | −

∫
b−1

•lf dν −−

∫
f dν| ≤ 3ǫ+ | −

∫
b−1

•lg dν −−

∫
g dν|

(because ‖b−1•lg − b
−1•lf‖∞ = ‖g − f‖∞ ≤ ǫ)

≤ 3ǫ+ ǫ

m∑

n=1

|νFn − ν(b−1Fn)| ≤ 3ǫ+mǫδ ≤ 4ǫ.

As A ∈ F ,

| limν→F

∫
a−1•lfdν −

∫
fdν| ≤ 5ǫ;

as ǫ is arbitrary, limν→F

∫
a−1•lf dν = limν→F

∫
fdν. QQQ

(d) Thus, for any a ∈ G,

(a•z)(f) = z(a−1•lf) = limν→F

∫
a−1•lf dν = limν→F

∫
f dν = z(f)

for every non-negative f ∈ U and therefore for every f ∈ U , and a•z = z. So z ∈ Z is fixed under the action
of G on Z; by 493Ba, this is enough to ensure that G is extremely amenable.

493D I turn now to examples of extremely amenable groups. The first three are groups which we have
already studied for other reasons.

Theorem Let (A, µ̄) be an atomless measure algebra. Then A, with the group operation △ and the
measure-algebra topology (definition: 323A), is an extremely amenable group.

proof (a) To begin with let us suppose that (A, µ̄) is a probability algebra; write σ for the measure metric
of A, so that σ(a, a′) = µ̄(a△ a′) for a, a′ ∈ A. I seek to apply 493C.

(i) Let V be an open neighbourhood of 0 in A, ǫ ∈ ]0, 3[, I ∈ [A]<ω and E a finite family of zero sets
in A. Let γ > 0 be such that V ⊇ {a : µ̄a ≤ 2γ}. Let B0 be the finite subalgebra of A generated by I and
B0 the set of atoms in B0. Set

t =
1

γ
ln

3

ǫ
, n = ⌈max(t2, supb∈B0

1

µ̄b
)⌉.

Because A is atomless, we can split any member of A\{0} into two parts of equal measure (331C); if, starting
from the disjoint set B0, we successively split the largest elements until we have a disjoint set B with just

n elements, then we shall have µ̄b ≤
2

n
for every b ∈ B. We have a natural identification between {0, 1}B

and the subalgebra B of A generated by B, matching x ∈ {0, 1}B with f(x) = sup{b : b ∈ B, x(b) = 1}.
Writing ρ for the normalized Hamming metric on {0, 1}B (492D), we have σ(f(x), f(y)) ≤ 2ρ(x, y) for all
x, y ∈ {0, 1}B . PPP Set J = {b : b ∈ B, x(b) 6= y(b)}, so that
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σ(f(x), f(y)) = µ̄(f(x) △ f(y)) = µ̄(sup J) =
∑
b∈J µ̄b ≤

2

n
#(J) = 2ρ(x, y). QQQ

(ii) Let νB be the usual measure on {0, 1}B and set λE = νBf
−1[E] for every Borel set E ⊆ A. Then λ

is a probability measure. Note that f : {0, 1}B → B is a group isomorphism if we give {0, 1}B the addition
+2 corresponding to its identification with ZB2 , and B the operation △ . Because νB is translation-invariant
for +2, its copy, the subspace measure λB on the λ-conegligible finite set B, is translation-invariant for
△ . But this means that λ{b△ d : d ∈ F} = λF whenever b ∈ B and F ⊆ B, and therefore that
λ{b△ d : d ∈ F} = λF whenever b ∈ I and F ∈ E . This shows that λ satisfies condition (ii) of 493C.

(iii) Now suppose that F ∈ E and that λF ≥ 1
2 . Set W = f−1[F ], so that νBW ≥

1
2 . By 492D,

∫
etρ(x,W )νB(dx) ≤ 2et

2/4n ≤ 2e1/4 ≤ 3,

so

νB{x : ρ(x,W ) ≥ γ} = νB{x : tρ(x,W ) ≥ ln 3
ǫ } = νB{x : etρ(x,W ) ≥ 3

ǫ } ≤ ǫ.

Accordingly

λ{a△ d : a ∈ V, d ∈ F} ≥ λ{a : σ(a, F ) ≤ 2γ} = νB{x : σ(f(x), F ) ≤ 2γ}

≥ νB{x : σ(f(x), f [W ]) ≤ 2γ} ≥ νB{x : ρ(x,W ) ≤ γ}

(because f is 2-Lipschitz)

≥ 1− ǫ.

So λ also satisfies (i) of 493C.

(iv) Since V , ǫ, I and E are arbitrary, 493C tells us that A is an extremely amenable group, at least
when (A, µ̄) is an atomless probability algebra.

(b) For the general case, observe first that if (A, µ̄) is atomless and totally finite then (A,△) is an
extremely amenable group; this is trivial if A = {0}, and otherwise there is a probability measure on A

which induces the same topology, so we can apply (a). For a general atomless measure algebra (A, µ̄), set
Af = {c : c ∈ A, µ̄c <∞} and for c ∈ Af let Ac be the principal ideal generated by c. Then Ac is a subgroup
of A and the measure-algebra topology of Ac, regarded as a measure algebra in itself, is the subspace topology
induced by the measure-algebra topology of A. So {Ac : c ∈ Af} is an upwards-directed family of extremely
amenable subgroups of A with union which is dense in A, so A itself is extremely amenable, by 493Bb. This
completes the proof.

493E Theorem (Pestov 02) Let (X,Σ, µ) be an atomless measure space. Then L0(µ), with the group
operation + and the topology of convergence in measure, is an extremely amenable group.

proof It will simplify some of the formulae if we move at once to the space L0(A), where (A, µ̄) is the
measure algebra of (X,Σ, µ); for the identification of L0(A) with L0(µ) see 364Ic; for a note on convergence
in measure in L0(A), see 367L; of course A is atomless if (X,Σ, µ) is (322Bg).

(a) I seek to prove that S(A), with the group operation of addition and the topology of convergence in
measure, is extremely amenable. As in 493D, I start with the case in which (A, µ̄) is a probability algebra,
and use 493C.

(i) Take an open neighbourhood V of 0 in S(A), an ǫ ∈ ]0, 3[, a finite set I ⊆ S(A) and a finite family
E of zero sets in S(A). Let γ > 0 be such that u ∈ V whenever u ∈ S(A) and µ̄[[u 6= 0]] ≤ 2γ. Let B0 be
a finite subalgebra of A such that I is included in the linear subspace of S(A) generated by {χb : b ∈ B0},
and B0 the set of atoms of B0. As in the proof of 493D, set

t =
1

γ
ln

3

ǫ
, n = ⌈max(t2, supb∈B0

1

µ̄b
)⌉,

and let B ⊆ A \ {0} be a partition of unity with n elements, refining B0, such that µ̄b ≤ 2
n for every b ∈ B.

We have a natural identification between RB and the linear subspace of S(A) generated by {χb : b ∈ B},
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matching x ∈ RB with f(x) =
∑
b∈B x(b)χb, which is continuous if RB is given its product topology. Writing

ρ for the normalized Hamming metric on RB , we have

µ̄[[f(x) 6= f(y)]] =
∑
x(b) 6=y(b) µ̄b ≤

2

n
#({b : x(b) 6= y(b)}) = 2ρ(x, y)

for all x, y ∈ RB .

(ii) Set β = supv∈I ‖v‖∞ (if I = ∅, take β = 0). Let M > 0 be so large that (M + β)n ≤ (1 + 1
2ǫ)M

n.
On R, write µL for Lebesgue measure and µ′

L for the indefinite-integral measure over µL defined by the

function
1

2M
χ[−M,M ], so that µ′

LE =
1

2M
µL(E ∩ [−M,M ]) whenever E ⊆ R and E ∩ [−M,M ] is Lebesgue

measurable. Let λ, λ′ be the product measures on RB defined from µL and µ′
L. Let ν be the Borel probability

measure on S(A) defined by setting νF = λ′f−1[F ] for every Borel set F ⊆ S(A).
Now |ν(v+F )−νF | ≤ ǫ for every v ∈ I and Borel set F ⊆ S(A). PPP Because B refines B0, v is expressible

as f(y) for some y ∈ RB ; because ‖v‖∞ ≤ β, |y(b)| ≤ β for every b ∈ B. Because f : RB → S(A) is linear,
f−1[v + F ] = y + f−1[F ]. Now

|ν(v + F )− νF | = |λ′f−1[v + F ]− λ′f−1[F ]|

=
1

(2M)n

∣∣λ(f−1[v + F ] ∩ [−M,M ]n)− λ(f−1[F ] ∩ [−M,M ]n)
∣∣

(use 253I, or otherwise)

=
1

(2M)n

∣∣λ((y + f−1[F ]) ∩ [−M,M ]n)− λ(f−1[F ] ∩ [−M,M ]n)
∣∣

=
1

(2M)n

∣∣λ(f−1[F ] ∩ ([−M,M ]n − y))− λ(f−1[F ] ∩ [−M,M ]n)
∣∣

≤
1

(2M)n
λ(([−M,M ]n − y)△[−M,M ]n)

=
2

(2M)n
λ(([−M,M ]n − y) \ [−M,M ]n)

≤
2

(2M)n
λ(([−M − β,M + β]n \ [−M,M ]n)

=
2

Mn
((M + β)n −Mn) ≤ ǫ. QQQ

So ν satisfies (ii) of 493C.

(iii) Now suppose that F ∈ E and νF ≥ 1
2 . Set W = f−1[F ], so that λ′W ≥ 1

2 . Just as in the proof of

493D,
∫
etρ(x,W )λ′(dx) ≤ 2et

2/4n ≤ 3, so

λ′{x : ρ(x,W ) ≥ γ} = λ′{x : etρ(x,W ) ≥ 3
ǫ } ≤ ǫ,

and

ν{v + u : v ∈ V, u ∈ F} ≥ ν{w : ∃ u ∈ F, µ̄[[u 6= w]] ≤ 2γ}

≥ λ′{x : ρ(x,W ) ≤ γ} ≥ 1− ǫ.

So ν also satisfies (i) of 493C.

(iv) Since V , ǫ, I and E are arbitrary, 493C tells us that S(A) is an extremely amenable group, at least
when (A, µ̄) is an atomless probability algebra.

(b) The rest of the argument is straightforward, as in 493D. First, S(A) is extremely amenable whenever
(A, µ̄) is an atomless totally finite measure algebra. For a general atomless measure algebra (A, µ̄), set
Af = {c : µ̄c < ∞}. For each c ∈ Af , let Ac be the corresponding principal ideal of A. Then we can
identify S(Ac), as topological group, with the linear subspace of L0(A) generated by {χa : a ∈ Ac}, and
it is extremely amenable. Since {S(Ac) : c ∈ Af} is an upwards-directed family of extremely amenable
subgroups of L0(A) with dense union in L0(A), L0(A) itself is extremely amenable, by 493Bb, as before.
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493F Returning to the ideas of §476, we find another remarkable example of an extremely amenable
topological group. I recall the notation of 476I. Let X be a (real) inner product space. SX will be the
unit sphere {x : x ∈ X, ‖x‖ = 1}. Let HX be the isometry group of SX with its topology of pointwise
convergence. When X is finite-dimensional, it is isomorphic, as inner product space, to Rr, where r = dimX.
In this case SX is compact, so (if r ≥ 1) has a unique HX -invariant Radon probability measure νX , which is
strictly positive, and is a multiple of (r − 1)-dimensional Hausdorff measure; also HX is compact (441Gb),
so has a unique Haar probability measure λX .

Lemma For any m ∈ N and any ǫ > 0, there is an r(m, ǫ) ≥ 1 such that whenever X is a finite-dimensional
inner product space over R of dimension at least r(m, ǫ), x0, . . . , xm−1 ∈ SX , Q1, Q2 ⊆ HX are closed sets
and min(λXQ1, λXQ2) ≥ ǫ, then there are f1 ∈ Q1, f2 ∈ Q2 such that ‖f1(xi)−f2(xi)‖ ≤ ǫ for every i < m.

proof Induce on m. For m = 0, the result is trivial. For the inductive step to m + 1, take r(m + 1, ǫ) >
r(m, 13ǫ) such that whenever r(m + 1, ǫ) ≤ dimX < ω and A1, A2 ⊆ SX and min(ν∗XA1, ν

∗
XA2) ≥ 1

2ǫ then

there are x ∈ A1, y ∈ A2 such that ‖x− y‖ ≤ 1
3ǫ; this is possible by 476L.

Now take any inner product space X over R of finite dimension r ≥ r(m+ 1, ǫ), closed sets Q1, Q2 ⊆ HX

such that min(λXQ1, λXQ2) ≥ ǫ, and x0, . . . , xm ∈ SX . Let Y be the (r − 1)-dimensional subspace
{x : x ∈ X, (x|xm) = 0}, so that dimY ≥ r(m, 13ǫ), and for i < m let yi ∈ Y be a unit vector such that xi is
a linear combination of yi and xm. Set H ′

Y = {f : f ∈ HX , f(xm) = xm}; then f 7→ f↾SY is a topological
group isomorphism from H ′

Y to HY . PPP (i) If f ∈ H ′
Y and x ∈ SX , then

x ∈ SY ⇐⇒ (x|xm) = 0 ⇐⇒ (f(x)|f(xm)) = 0 ⇐⇒ f(x) ∈ SY ,

so f↾SY is a permutation of SY and belongs to HY . (ii) If g ∈ HY , we can define f ∈ H ′
Y by setting

f(αx + βxm) = αg(x) + βxm whenever x ∈ SY and α2 + β2 = 1, and f↾SY = g. (iii) Note that H ′
Y is a

closed subgroup of HX , so in itself is a compact Hausdorff topological group. Since the map f 7→ f↾SY :
H ′
Y → HY is a bijective continuous group homomorphism between compact Hausdorff topological groups,

it is a topological group isomorphism. QQQ

Let λ′Y be the Haar probability measure of H ′
Y . Then λXQ1 =

∫
λ′Y (H ′

Y ∩ f
−1Q1)λX(df) (443Ue), so

λXQ
′
1 ≥

1
2ǫ, where Q′

1 = {f : λ′Y (H ′
Y ∩ f

−1Q1) ≥ 1
2ǫ}. Similarly, setting Q′

2 = {f : λ′Y (H ′
Y ∩ f

−1Q2) ≥ 1
2ǫ},

λXQ
′
2 ≥

1
2ǫ. Next, setting θ(f) = f(xm) for f ∈ HX , λXθ

−1 is an HX -invariant Radon probability measure
on SX (443Ub), so must be equal to νX . Accordingly

νX(θ[Q′
j ]) = λX(θ−1[θ[Q′

j ]]) ≥ λXQ
′
j ≥

1

2
ǫ

for both j.

We chose r(m + 1, ǫ) so large that we can be sure that there are z1 ∈ θ[Q′
1], z2 ∈ θ[Q′

2] such that
‖z1 − z2‖ ≤

1
3ǫ. Let h1 ∈ Q

′
1, h2 ∈ Q

′
2 be such that h1(xm) = θ(h1) = z1 and h2(xm) = z2. Let h ∈ HX be

such that h(z1) = z2 and ‖h(x) − x‖ ≤ 1
3ǫ for every x ∈ SX (4A4Jg). Set h̃2 = hh1, so that h̃2(xm) = z2

and ‖h1(x)− h̃2(x)‖ ≤ 1
3ǫ for every x ∈ SX . Note that h̃−1

2 h2 ∈ H
′
Y , so that h̃2 and h2 belong to the same

left coset of H ′
Y , and

λ′Y (H ′
Y ∩ h̃

−1
2 Q2) = λ′Y (H ′

Y ∩ h
−1
2 Q2) ≥

1

2
ǫ

by 443Qa.

At this point, recall that dimY ≥ r(m, 13ǫ), and that λ′Y is a copy of λY , the Haar probability measure

on Y . So we have g1 ∈ H
′
Y ∩ h

−1
1 Q1, g2 ∈ H

′
Y ∩ h̃

−1
2 Q2 such that ‖g1(yi) − g2(yi)‖ ≤

1
3ǫ for every i < m.

We have f1 = h1g1 ∈ Q1 and f2 = h̃2g2 ∈ Q2. For any i < m,

‖f1(yi)− f2(yi)‖ ≤ ‖h1g1(yi)− h1g2(yi)‖+ ‖h1g2(yi)− h̃2g2(yi)‖

≤ ‖g1(yi)− g2(yi)‖+
1

3
ǫ ≤

2

3
ǫ.

Also g1(xm) = g2(xm) = xm, so

‖f1(xm)− f2(xm)‖ = ‖h1(xm)− h̃2(xm)‖ ≤
1

3
ǫ.
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If i < m, then xi = (xi|xm)xm + (xi|yi)yi, so fj(xi) = (xi|xm)fj(xm) + (xi|yi)fj(yi) for both j (476J) and

‖f1(xi)− f2(xi)‖ ≤
1

3
ǫ|(xi|xm)|+

2

3
ǫ|(xi|yi)|

≤

√
(
1

3
ǫ)2 + (

2

3
ǫ)2

√
(xi|xm)2 + (xi|yi)2 ≤ ǫ.

So f1 and f2 witness that the induction proceeds.

493G Theorem Let X be an infinite-dimensional inner product space over R. Then the isometry group
HX of its unit sphere SX , with its topology of pointwise convergence, is extremely amenable.

proof (a) Let Y be the family of finite-dimensional subspaces of X. For Y ∈ Y, write Y ⊥ for the orthogonal
complement of Y , so that X = Y ⊕ Y ⊥ (4A4Jf). For q ∈ HY define θY (q) : SX → SX by saying that
θY (q)(αy + βz) = αq(y) + βz whenever y ∈ SY , z ∈ SY ⊥ and α2 + β2 = 1. Then θY : HY → HX is a
injective group homomorphism. Also it is continuous, because q 7→ αq(y) + βz is continuous for all relevant
α, β, y and z.

If Y , W ∈ Y and Y ⊆ W then θY [HY ] ⊆ θW [HW ]. PPP For any q ∈ HY we can define q′ ∈ HW by saying
that q′(αy + βx) = αq(y) + βx whenever y ∈ SY , x ∈ SW∩Y ⊥ and α2 + β2 = 1. Now θY (q) = θW (q′) ∈
θW [HW ]. QQQ

Set G∗ =
⋃
Y ∈Y θY [HY ], so that G∗ is a subgroup of HX .

(b) Let V be an open neighbourhood of the identity in G∗ (with the subspace topology inherited from the
topology of pointwise convergence on HX), ǫ > 0 and I ⊆ G∗ a finite set. Then there is a Borel probability
measure λ on G∗ such that

(i) λ(fQ) = λQ for every f ∈ I and every closed set Q ⊆ G∗,
(ii) λ(V Q) ≥ 1− ǫ whenever Q ⊆ G∗ is closed and λQ ≥ 1

2 .

PPP We may suppose that ǫ ≤ 1
2 . Let J ∈ [SX ]<ω and δ > 0 be such that f ∈ V whenever f ∈ G∗ and

‖f(x) − x‖ ≤ δ for every x ∈ J . We may suppose that J is non-empty; set m = #(J). Let Y ∈ Y be such
that J ⊆ Y and I ⊆ θY [HY ] and dimY = r ≥ r(m, ǫ), as chosen in 493F. (This is where we need to know
that X is infinite-dimensional.) Set λF = λY θ

−1
Y [F ] for every Borel set F ⊆ G∗, where λY is the Haar

probability measure of HY , as before.
If f ∈ I and F ⊆ G∗ is closed, then

λ(fF ) = λY θ
−1
Y [fF ] = λY (θ−1

Y (f)θ−1
Y [F ]) = λY θ

−1
Y [F ] = λF .

So λ satisfies condition (i).
??? Suppose, if possible, that Q1 ⊆ G∗ is a closed set such that λQ1 ≥

1
2 and λ(V Q1) < 1 − ǫ; set

Q2 = G∗ \ V Q1. Then θ−1
Y [Q1] and θ−1

Y [Q2] are subsets of HY both of measure at least ǫ. Set Rj = {q : q ∈
HY , q

−1 ∈ θ−1
Y [Qj ]} for each j; because HY is compact, therefore unimodular,

λYRj = λY θ
−1
Y [Qj ] = λQj ≥ ǫ

for both j. Because dimY ≥ r(m, ǫ), there are q1 ∈ R1, q2 ∈ R2 such that ‖q1(x) − q2(x)‖ ≤ ǫ for x ∈ J .
Set f = θY (q−1

2 q1). If x ∈ J , then

‖f(x)− x‖ = ‖q−1
2 q1(x)− x‖ = ‖q1(x)− q2(x)‖ ≤ ǫ.

As this is true whenever x ∈ J and f ∈ V . On the other hand, θY (q−1
1 ) ∈ Q1 and θY (q−1

2 ) ∈ Q2 and
fθY (q−1

1 ) = θY (q−1
2 ), so θY (q−1

2 ) ∈ V Q1 ∩Q2, which is impossible. XXX
Thus λ satisfies (ii). QQQ

(c) By 493C, G∗ is extremely amenable. But G∗ is dense in HX . PPP If f ∈ HX and I ⊆ SX is finite and
not empty, let Y1 be the linear subspace of X generated by I, and let (y1, . . . , ym) be an orthonormal basis
of Y1. Set zj = f(yj) for each j, so that (z1, . . . , zm) is orthonormal (476J); let Y be the linear subspace
of X generated by y1, . . . , ym, z1, . . . , zm. Set r = dimY and extend the orthonormal sets (y1, . . . , ym)
and (z1, . . . , zm) to orthonormal bases (y1, . . . , yr) and (z1, . . . , zr) of Y . Then we have an isometric linear
operator T : Y → Y defined by saying that Tyi = zi for each i; set q = T ↾SY ∈ HY . By 476J, q(x) = f(x)
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for every x ∈ I, so θY (q) agrees with f on I, while θY (q) ∈ G∗. As f and I are arbitrary, G∗ is dense in G.
QQQ

So 493Bb tells us that HX is extremely amenable, and the proof is complete.

493H The following result shows why extremely amenable groups did not appear in Chapter 44.

Theorem (Veech 77) If G is a locally compact Hausdorff topological group with more than one element,
it is not extremely amenable.

proof If G is compact, this is trivial, since the left action of G on itself has no fixed point; so let us assume
henceforth that G is not compact.

(a) Let Z be the greatest ambit of G, a 7→ â : G → Z the canonical map, and U the space of bounded
right-uniformly continuous real-valued functions on G. (I aim to show that the action of G on Z has no
fixed point.) Take any z∗ ∈ Z. Let V0 be a compact neighbourhood of the identity e in G, and let B0 ⊆ G
be a maximal set such that V0b∩V0c = ∅ for all distinct b, c ∈ B0. Then for any a ∈ G there is a b ∈ B0 such

that V0a ∩ V0b 6= ∅, that is, a ∈ V −1
0 V0B0. So if we set Y0 = {b̂ : b ∈ B0} ⊆ Z, {a•y : a ∈ V −1

0 V0, y ∈ Y0}
is a compact subset of Z including {â : a ∈ G}, and is therefore the whole of Z (449Dc). Let a0 ∈ V

−1
0 V0,

y0 ∈ Y0 be such that a0•y0 = z∗, and set B1 = a0B0, V1 = a0V0a
−1
0 ; then z∗ ∈ {b̂ : b ∈ B1} and V1b∩V1c = ∅

for all distinct b, c ∈ B1.

(b) Because V1 is compact and G is not compact, there is an a1 ∈ G\V1. Let V2 ⊆ V1 be a neighbourhood
of e such that a−1

1 V2V
−1
2 a1 ⊆ V1. Then we can express B1 as D0 ∪D1 ∪D2 where a1Di ∩ V2Di = ∅ for all

i. PPP Consider {(b, c) : b, c ∈ B1, a1b ∈ V2c}. Because V2c ∩ V2c′ ⊆ V1c ∩ V1c′ = ∅ for all distinct c, c′ ∈ B1,
this is the graph of a function h : D → B1 for some D ⊆ B1. ??? If h is not injective, we have distinct b,
c ∈ B1 and d ∈ B1 such that a1b and a1c both belong to V2d. But in this case b and c both belong to a−1

1 V2d
and bc−1 ∈ a−1

1 V2dd
−1V −1

2 a1 ⊆ V1 and b ∈ V1c, which is impossible. XXX At the same time, if b ∈ B1, then
a1b /∈ V2b because a1 /∈ V2, so h(b) 6= b for every b ∈ D.

Let D0 ⊆ D be a maximal set such that h[D0]∩D0 = ∅, and set D1 = h[D0], D2 = B1 \ (D0 ∪D1). Then
h[D0] ∩ D0 = ∅ by the choice of D0; h[D ∩ D1] ∩ D1 = ∅ because h is injective and D1 ⊆ h[D \ D1]; and
h[D∩D2] ⊆ D0 because if b ∈ D∩D2 there must have been some reason why we did not put b into D0, and
it wasn’t because b ∈ h[D0] or because h(b) = b. So h[Di] ∩Di = ∅ for all i, which is what was required. QQQ

(c) Since z∗ ∈ {b̂ : b ∈ B1}, there must be some j ≤ 2 such that z∗ ∈ {b̂ : b ∈ Dj}. Now recall that the
right uniformity on G, like any uniformity, can be defined by some family of pseudometrics (4A2Ja). There
is therefore a pseudometric ρ on G such that Wǫ = {(a, b) : a, b ∈ G, ρ(a, b) ≤ ǫ} is a member of the right
uniformity on G for every ǫ > 0 and W1 ⊆ {(a, b) : ab−1 ⊆ V2}. If now we set

f(a) = min(1, ρ(a,Dj)) = min(1, inf{ρ(a, b) : b ∈ Dj})

for a ∈ G, f : G→ R is bounded and uniformly continuous for the right uniformity, so belongs to U . On the
other hand, if b, c ∈ Dj , then a1b /∈ V2c, that is, a1bc

−1 /∈ V2 and ρ(a1b, c) > 1; as c is arbitrary, f(a1b) = 1.

(d) Now b̂(f) = f(b) = 0 for every b ∈ Dj , so z∗(f) = 0. On the other hand, because z 7→ a1•z is
continuous,

a1•z∗ ∈ {a1•b̂ : b ∈ Dj} = {â1b : b ∈ Dj},

so

(a1•z∗)(f) ≥ infb∈Dj
â1b(f) = infb∈Dj

f(a1b) = 1,

and a1•z∗ 6= z∗. As z∗ is arbitrary, this shows that the action of G on Z has no fixed point, and G is not
extremely amenable.

493X Basic exercises (a) Let G be a Hausdorff topological group, and Ĝ its completion with respect

to its bilateral uniformity. Show that G is extremely amenable iff Ĝ is.

>>>(b) Let X be a set with more than one member and ρ the zero-one metric on X. Let G be the isometry
group of X with the topology of pointwise convergence. Show that G is not extremely amenable. (Hint :
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give X a total ordering ≤, and let x, y be any two points of X. For a ∈ G set f(a) = 1 if a−1(x) < a−1(y),
−1 otherwise. Show that, in the language of 449D, f ∈ U . Show that if (←−x y) is the transposition exchanging
x and y then (←−x y)•lf = −f , while |z(f)| = 1 for every z in the greatest ambit of G.) (Compare 449Xh.)

(c) Show that under the conditions of 493C there is a finitely additive functional ν : B → [0, 1] such that
ν(aF ) = νF for every a ∈ G and every zero set F ⊆ G, while ν(V F ) = 1 whenever V is a neighbourhood
of the identity, F is a zero set and νF > 1

2 .

(d) Prove 493G for infinite-dimensional inner product spaces over C.

(e) Let X be any (real or complex) inner product space. Show that the isometry group of X, with its
topology of pointwise convergence, is amenable. (Hint : 449Cd.)

(f) Let X be a separable Hilbert space. (i) Show that the isometry group G of its unit sphere, with its
topology of pointwise convergence, is a Polish group. (ii) Show that if X is infinite-dimensional, then every
countable discrete group can be embedded as a closed subgroup of G, so that G is an extremely amenable
Polish group with a closed subgroup which is not amenable. (Cf. 449K.)

(g) If X is a (real or complex) Hilbert space, a bounded linear operator T : X → X is unitary if it is an
invertible isometry. Show that the set of unitary operators on X, with its strong operator topology (3A5I),
is an extremely amenable topological group.

(h) Let G be a topological group carrying Haar measures. Show that it is extremely amenable iff its
topology is the indiscrete topology. (Hint : 443L.)

493Y Further exercises (a) For a Boolean algebra A and a group G with identity e, write S(A;G) for
the set of partitions of unity 〈ag〉g∈G in A such that {g : ag 6= 0} is finite. For 〈ag〉g∈G, 〈bg〉g∈G ∈ S(A),
write 〈ag〉g∈G · 〈bg〉g∈G = 〈cg〉g∈G where cg = sup{ah ∩ bh−1g : h ∈ G} for g ∈ G. (i) Show that under
this operation S(A;G) is a group. (ii) Show that if we write hχa for the member 〈ag〉g∈G of S(A;G) such
that ah = a and ag = 0 for other g ∈ G, then gχa · hχb = (gh)χ(a ∩ b), and S(A;G) is generated by
{gχa : g ∈ G, a ∈ A}. (iii) Show that if A = Σ/I where Σ is an algebra of subsets of a set X and I is
an ideal of Σ, then S(A;G) can be identified with a space of equivalence classes in a suitable subgroup of
GX . (iv) Devise a universal mapping theorem for the construction S(A;G) which matches 361F in the case
(G, ·) = (R,+). (v) Now suppose that (A, µ̄) is a measure algebra and that G is a topological group. Show
that we have a topology on S(A;G), making it a topological group, for which basic neighbourhoods of the
identity eχ1 are of the form V (c, ǫ, U) = {〈ag〉g∈G : µ̄(c ∩ supg∈G\U ag) ≤ ǫ} with µ̄c < ∞, ǫ > 0 and U a

neighbourhood of the identity in G. (vi) Show that if G is an amenable locally compact Hausdorff group
and (A, µ̄) is an atomless measure algebra, then S(A;G) is extremely amenable. (Hint : Pestov 02.) *(vi)
Explore possible constructions of spaces L0(A;G). (See Hartman & Mycielski 58.)

493 Notes and comments In writing this section I have relied heavily on Pestov 99 and Pestov 02,
where you may find many further examples of extremely amenable groups. It is a striking fact that while the
theories of locally compact groups and extremely amenable groups are necessarily almost entirely separate
(493H), both are dependent on measure theory. Curiously, what seems to have been the first non-trivial
extremely amenable group to be described was found in the course of investigating the Control Measure
Problem (Herer & Christensen 75).

The theory of locally compact groups has for seventy years now been a focal point for measure theory.
Extremely amenable groups have not yet had such an influence. But they encourage us to look again at
concentration-of-measure theorems, which are of the highest importance for quite separate reasons. In all the
principal examples of this section, and again in the further example to come in §494, we need concentration
of measure in product spaces (493D-493E and 494J), permutation groups (494I) or on spheres in Euclidean
space (493G). 493D and 493E are special cases of a general result in Pestov 02 (493Ya(vi)) which itself
extends an idea from Glasner 98. I note that 493D needs only concentration of measure in {0, 1}I , while
493E demands something rather closer to the full strength of Talagrand’s theorem 492D.
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I have expressed 493G as a theorem about the isometry groups of spheres in infinite-dimensional inner
product spaces; of course these are isomorphic to the orthogonal groups of the whole spaces with their strong
operator topologies (476Xd). Adapting the basic concentration-of-measure theorem 476K to the required
lemma 493F involves an instructive application of ideas from §443.

Version of 17.5.13

494 Groups of measure-preserving automorphisms

I return to the study of automorphism groups of measure algebras, as in Chapter 38 of Volume 3, but this
time with the intention of exploring possible topological group structures. Two topologies in particular have
attracted interest, the ‘weak’ and ‘uniform’ topologies (494A). After a brief account of their basic properties
(494B-494C) I begin work on the four main theorems. The first is the Halmos-Rokhlin theorem that if
(A, µ̄) is the Lebesgue probability algebra the set of weakly mixing measure-preserving automorphisms of
A which are not mixing is comeager for the weak topology on Autµ̄A (494E). This depends on a striking
characterization of weakly mixing automorphisms of a probability algebra in terms of eigenvectors of the
corresponding operators on the complex Hilbert space L2

C
(A, µ̄) (494D, 494Xj(i)). It turns out that there is

an elegant example of a weakly mixing automorphism which is not mixing which can be described in terms
of a Gaussian distribution of the kind introduced in §456, so I give it here (494F).

We need a couple of preliminary results on fixed-point subalgebras (494G-494H) before approaching the
other three theorems. If (A, µ̄) is an atomless probability algebra, then Autµ̄A is extremely amenable under
its weak topology (494L); if Autµ̄A is given its uniform topology, then every group homomorphism from
Autµ̄A to a Polish group is continuous (494O); finally, there is no strictly increasing sequence of subgroups
with union Autµ̄A (494Q). All these results have wide-ranging extensions to full subgroups of Autµ̄A subject
to certain restrictions on the fixed-point subalgebras.

The work of this section will rely heavily on concepts and results from Volume 3 which have hardly
been mentioned so far in the present volume. I hope that the cross-references, and the brief remarks in
494Ac-494Ad, will be adequate.

494A Definitions (Halmos 56) Let (A, µ̄) be a measure algebra, and Autµ̄A the group of measure-
preserving automorphisms of A (see §383). Write Af for {c : c ∈ A, µ̄c <∞}.

(a) I will say that the weak topology on Autµ̄A is that generated by the pseudometrics (π, φ) 7→
µ̄(πc△ φc) as c runs over Af .

(b) I will say that the uniform topology on Autµ̄A is that generated by the pseudometrics

(π, φ) 7→ supa∈A µ̄(c ∩ (πa△ φa))

as c runs over Af .

(c) I recall some notation from Volume 3. For any Boolean algebra A and a ∈ A, Aa will be the principal
ideal of A generated by a (312D). I will generally use the symbol ι for the identity in the automorphism
group AutA of A. If π ∈ AutA and a ∈ A, a supports π if πd = d whenever d ∩ a = 0; the support

suppπ = sup{a△ πa : a ∈ A}

of π is the smallest member of A supporting π, if this is defined (381Bb, 381Ei). A subgroup G of AutA is
‘full’ if φ ∈ G whenever φ ∈ AutA and there are 〈ai〉i∈I , 〈πi〉i∈I such that 〈ai〉i∈I is a partition of unity in
A and πi ∈ G and φd = πid whenever i ∈ I and d ⊆ ai (381Be).

If a, b ∈ A\{0} are disjoint and π ∈ AutA is such that πa = b, then (
←−−
a π b) ∈ AutA will be the exchanging

involution defined by saying that

(
←−−
a π b)(d) = πd if d ⊆ a,

= π−1d if d ⊆ b,

= d if d ⊆ 1 \ (a ∪ b)

c© 2009 D. H. Fremlin
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(381R).

(d) In addition, I will repeatedly use the following ideas. Suppose that (A, µ̄) is a probability algebra
(322Aa), C is a closed subalgebra of A (323I), and L∞(C) the M -space defined in §363. Then for each a ∈ A

we have a conditional expectation ua ∈ L
∞(C) of χa on C, so that

∫
c
ua = µ̄(a ∩ c) for every c ∈ C (365Q1).

If A is relatively atomless over C (331A), a ∈ A, and v ∈ L∞(C) is such that 0 ≤ v ≤ ua, there is a
b ∈ A such that b ⊆ a and v = ub (apply Maharam’s lemma 331B to the functional c 7→

∫
c
v : C → [0, 1]).

Elaborating on this, we see that if 〈vn〉n∈N is a sequence in L∞(C)+ and
∑n
i=0 vi ≤ ua for every n, there are

disjoint b0, . . . ⊆ a such that vi = ubi for every i (choose the bi inductively).

494B Proposition Let (A, µ̄) be a measure algebra, and give Autµ̄A its weak topology.
(a) Autµ̄A is a topological group.
(b) (π, a) 7→ πa : Autµ̄A×A→ A is continuous for the weak topology on Autµ̄A and the measure-algebra

topology on A.
(c) If (A, µ̄) is semi-finite (definition: 322Ad), Autµ̄A is Hausdorff.
(d) If (A, µ̄) is localizable (definition: 322Ae), Autµ̄A is complete under its bilateral uniformity.
(e) If (A, µ̄) is σ-finite (definition: 322Ac) and A has countable Maharam type (definition: 331Fa), then

Autµ̄A is a Polish group.

proof (a) (Compare 441G.) Set ρc(π, φ) = µ̄(πc△ φc) for π, φ ∈ Autµ̄A and c ∈ Af ; it is elementary to
check that ρc is always a pseudometric, so 494Aa is a proper definition of a topology. If π, φ ∈ Autµ̄A and
c ∈ Af , then for any π′, φ′ ∈ Autµ̄A we have

ρc(π
′φ′, πφ) = µ̄(π′φ′c△ πφc) ≤ µ̄(π′φ′c△ π′φc) + µ̄(π′φc△ πφc)

= µ̄(φ′c△ φc) + ρφc(π
′, π) = ρc(φ

′, φ) + ρφc(π
′, π);

as c is arbitrary, (π′, φ′) 7→ π′φ′ is continuous at (π, φ); thus multiplication is continuous. If φ ∈ Autµ̄A and
c ∈ Af , then for any π ∈ Autµ̄A

ρc(π
−1, φ−1) = µ̄(π−1c△ φ−1c) = µ̄(c△ πφ−1c)

= µ̄(φφ−1c△ πφ−1c) = ρφ−1c(π, φ);

as c is arbitrary, π 7→ π−1 is continuous at φ; thus inversion is continuous and Autµ̄A is a topological group.

(b) Suppose that φ ∈ Autµ̄A, b ∈ A and that V is a neighbourhood of φb in A. Then there are c ∈ Af

and ǫ > 0 such that V includes {d : µ̄(c ∩ (d△ φb)) ≤ 4ǫ}. In this case, because inversion in Autµ̄A is
continuous,

U = {π : π ∈ Autµ̄A, µ̄(π−1c△ φ−1c) ≤ ǫ, µ̄(π(φ−1c ∩ b) △ φ(φ−1c ∩ b)) ≤ ǫ},

V ′ = {a : a ∈ A, µ̄(φ−1c ∩ (a△ b)) ≤ ǫ}

are neighbourhoods of φ, b respectively. If π ∈ U and a ∈ V ′, then

µ̄(c ∩ (πa△ φb)) ≤ µ̄(c ∩ (πa△ πb)) + µ̄(c ∩ (πb△ φb))

= µ̄(π−1c ∩ (a△ b)) + µ̄((c ∩ πb) △ (c ∩ φb))

≤ µ̄(π−1c△ φ−1c) + µ̄(φ−1c ∩ (a△ b)) + µ̄(π(π−1c ∩ b) △ φ(φ−1c ∩ b))

≤ ǫ+ ǫ+ µ̄(π(π−1c ∩ b) △ π(φ−1c ∩ b))

+ µ̄(π(φ−1c ∩ b) △ φ(φ−1c ∩ b))

≤ 2ǫ+ µ̄((π−1c ∩ b) △ (φ−1c ∩ b)) + ǫ

≤ 3ǫ+ µ̄(π−1c△ φ−1c) ≤ 4ǫ,

and πa ∈ V . As V , φ and b are arbitrary, (π, a) 7→ πa is continuous.

1Formerly 365R.
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(c) Because (A, µ̄) is semi-finite, the measure-algebra topology on A is Hausdorff (323Ga), so the product
topology on AA is Hausdorff. Now π 7→ 〈πa〉a∈A : Autµ̄A → AA is injective, and by (b) it is continuous, so
the topology of Autµ̄A must be Hausdorff.

(d)(i) For c ∈ Af and π ∈ Autµ̄A, set θc(π) = πc; then θc : Autµ̄A → Af is uniformly continuous for
the bilateral uniformity of Autµ̄A and the measure metric ρ of Af (323Ad). PPP We have ρ(d, d′) = µ̄(d△ d′)
for d, d′ ∈ Af . Let ǫ > 0; then U = {π : ρc(π, ι) ≤ ǫ} is a neighbourhood of ι in Autµ̄A, and W = {(π, φ) :
φ−1π ∈ U} belongs to the bilateral uniformity. If (π, φ) ∈W , then

ρ(θc(π), θc(φ)) = µ̄(πc△ φc) = µ̄(φ−1πc△ c) = ρc(φ
−1π, ι) ≤ ǫ;

as ǫ is arbitrary, θc is uniformly continuous. QQQ

(ii) Let F be a filter on Autµ̄A which is Cauchy for the bilateral uniformity on Autµ̄A. If c ∈ Af ,
the image filter θc[[F ]] is Cauchy for the measure metric on Af (4A2Ji). Because Af is complete under its
measure metric (323Mc), θc[[F ]] converges to ψ0c say for the measure metric.

If c, d ∈ Af and ∗ is either of the Boolean operations ∩ , △ , then

ψ0(c ∗ d) = lim
π→F

π(c ∗ d) = lim
π→F

πc ∗ πd = lim
π→F

πc ∗ lim
π→F

πd

(because ∗ is continuous for the measure metric, see 323Ma)

= ψ0c ∗ ψ0d.

So ψ0 : Af → Af is a ring homomorphism. Next, if c ∈ Af , then

µ̄ψ0c = µ̄(limπ→F πc) = limπ→F µ̄πc = µ̄c

because µ̄ : Af → [0,∞[ is continuous (323Mb).
Now recall that π 7→ π−1 : Autµ̄A→ Autµ̄A is uniformly continuous for the bilateral uniformity (4A5Hc).

So if we set θ′c(π) = π−1c for π ∈ Autµ̄A, we can apply the argument just above to θ′ to find a ring
homomorphism ψ′

0 : Af → Af such that ψ′
0c = limπ→F π

−1c for every c ∈ Af . To relate ψ0 and ψ′
0, we can

argue as follows. Given c ∈ Af ,

µ̄(c△ ψ0ψ
′
0c) = µ̄(c△ lim

φ→F
φψ′

0c) = lim
φ→F

µ̄(c△ φψ′
0c) = lim

φ→F
µ̄(φ−1c△ ψ′

0c)

= µ̄( lim
φ→F

(φ−1c△ ψ′
0c)) = µ̄(( lim

φ→F
φ−1c) △ ψ′

0c) = µ̄(ψ′
0c△ ψ′

0c) = 0;

as c is arbitrary, ψ0ψ
′
0 is the identity on Af . Similarly, ψ′

0ψ0 is the identity on Af . Thus ψ0, ψ′
0 are the two

halves of a measure-preserving ring isomorphism of Af .
If we give A its measure-algebra uniformity (323Ab), then ψ0 is uniformly continuous for the induced

uniformity on Af . PPP If c, d1, d2 ∈ Af , then

µ̄(c ∩ (ψ0d1 △ ψ0d2)) = µ̄(ψ−1
0 c ∩ (d1 △ d2)). QQQ

Since Af is dense in A for the measure-algebra topology on A (323Bb), and A is complete for the measure-
algebra uniformity (323Gc), there is a unique extension of ψ0 to a uniformly continuous function ψ : A→ A

(3A4G). Since the Boolean operations △ , ∩ on A are continuous for the measure-algebra topology (323Ba),
ψ is a ring homomorphism. Similarly, we have a unique continuous ψ′ : A→ A extending ψ′

0; since ψψ′ and
ψ′ψ are continuous functions agreeing with the identity operator ι on Af , they are both ι, and ψ ∈ AutA.
To see that ψ is measure-preserving, note just that if a ∈ A then

µ̄ψa = sup{µ̄c : c ∈ Af , c ⊆ ψa} = sup{µ̄ψ0c : c ∈ Af , ψ0c ⊆ ψa}

(because ψ0 is a permutation of Af )

= sup{µ̄c : c ∈ Af , ψc ⊆ ψa} = sup{µ̄c : c ∈ Af , c ⊆ a} = µ̄a.

Thus ψ ∈ Autµ̄A.
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Finally, F → ψ. PPP If c ∈ Af and ǫ > 0, there is an F ∈ F such that µ̄(πc△ φc) ≤ ǫ whenever π, φ ∈ F .
We have

µ̄(πc△ ψc) = µ̄(πc△ limφ→F φc) = limφ→F µ̄(πc△ φc) ≤ ǫ

for every π ∈ F . As c and ǫ are arbitrary, F → ψ for the weak topology on Autµ̄A. QQQ As F is arbitrary,
the bilateral uniformity is complete.

(e)(i) The point is that Af is separable for the measure metric. PPP Because A has countable Maharam
type, there is a countable subalgebra B of A which τ -generates A; by 323J, B is dense in A for the
measure algebra topology. Next, there is a non-decreasing sequence 〈cn〉n∈N in A with supremum 1. Set
D = {b ∩ cn : b ∈ B, n ∈ N}. Then D is a countable subset of Af . If c ∈ Af and ǫ > 0, there are an n ∈ N

such that µ̄(c \ cn) ≤ ǫ, and a b ∈ B such that µ̄(cn ∩ (c△ b)) ≤ ǫ. Now d = b ∩ cn belongs to D, and

µ̄(c△ d) ≤ µ̄(c△ (c ∩ cn)) + µ̄((c ∩ cn) △ (b ∩ cn))

= µ̄(c \ cn) + µ̄(cn ∩ (c△ b)) ≤ 2ǫ.

As c and ǫ are arbitrary, D is dense in Af and Af is separable. QQQ

(ii) Let D be a countable dense subset of Af , and U the family of sets of the form

{π : π ∈ Autµ̄A, µ̄(d△ πd′) < 2−n}

where d, d′ ∈ D and n ∈ N. All these sets are open for the weak topology. PPP If U = {π : µ̄(d△ πd′) < 2−n}
and φ ∈ U , set η = 1

3 (2−n − µ̄(d△ φd′)). Then V = {π : µ̄(d ∩ (πd′ △ φd′)) ≤ η} is a neighbourhood of φ. If
π ∈ V , then

µ̄(d△ πd′) ≤ µ̄(d△ φd′) + µ̄(φd′ △ πd′) < 2−n

and π ∈ U . Thus φ ∈ intU ; as φ is arbitrary, U is open. QQQ

(iii) In fact U is a subbase for the weak topology on Autµ̄A. PPP If W ⊆ Autµ̄A is open and φ ∈ W ,
there are c0, . . . , cn ∈ Af and k ∈ N such that W includes {π : µ̄(πci △ φci) ≤ 2−k for every i ≤ n}.
Let d0, . . . , dn, d

′
0, . . . , d

′
n ∈ D be such that µ̄(di △ ci) < 2−k−2, µ̄(d′i △ φci) < 2−k−2 for each i ≤ n. Set

Ui = {π : µ̄(d′i △ πdi) < 2−k−1}; then Ui ∈ U and φ ∈ Ui for each i ≤ n, because

µ̄(d′i △ φdi) ≤ µ̄(d′i △ φci) + µ̄(φci △ φdi) = µ̄(d′i △ φci) + µ̄(ci △ di) < 2−k−1.

If π ∈ Ui, then

µ̄(πci △ φci) ≤ µ̄(πci △ πdi) + µ̄(πdi △ d′i) + µ̄(d′i △ φci) ≤ 2−k,

so
⋂
i≤n Ui ⊆W . As W and φ are arbitrary, U is a subbase for the topology. QQQ

(iv) Since U is countable, the weak topology is second-countable (4A2Oa). Since the weak topology
is a group topology, it is regular (4A5Ha, or otherwise); by (c) above it is Hausdorff; so by 4A2Pb it
is separable and metrizable. Accordingly the bilateral uniformity is metrizable (4A5Q(v)); by (d) above,
Autµ̄A is complete under the bilateral uniformity, so its topology is Polish.

494C Proposition Let (A, µ̄) be a measure algebra, and give Autµ̄A its uniform topology.
(a) Autµ̄A is a topological group.
(b) For c ∈ Af and ǫ > 0, set

U(c, ǫ) = {π : π ∈ Autµ̄A, π is supported by an a ∈ A such that µ̄(c ∩ a) ≤ ǫ}.

Then {U(c, ǫ) : c ∈ Af , ǫ > 0} is a base of neighbourhoods of ι.
(c) The set of periodic measure-preserving automorphisms of A with supports of finite measure is dense

in Autµ̄A.
(d) The weak topology on Autµ̄A is coarser than the uniform topology.
(e) If (A, µ̄) is semi-finite, Autµ̄A is Hausdorff.
(f) If (A, µ̄) is localizable, Autµ̄A is complete under its bilateral uniformity.
(g) If (A, µ̄) is semi-finite and G is a full subgroup of Autµ̄A, then G is closed.
(h) If (A, µ̄) is σ-finite, then Autµ̄A is metrizable.
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(i) Suppose that (A, µ̄) is σ-finite and A has countable Maharam type. If D ⊆ Autµ̄A is countable, then
the full subgroup G of Autµ̄A generated by D, with its induced topology, is a Polish group.

proof (a) For π, φ ∈ Autµ̄A and c ∈ Af , set ρ′c(π, φ) = supa∈A µ̄(c ∩ (πa△ φa)); as in part (a) of the proof
of 494B, it is elementary that every ρ′c is a pseudometric, so the uniform topology Tu is properly defined. If
π, φ, π′, φ′ ∈ Autµ̄A, c ∈ Af and a ∈ A, then

µ̄(c ∩ (π′φ′a△ πφa)) ≤ µ̄(c ∩ (π′φ′a△ πφ′a)) + µ̄(c ∩ (πφ′a△ πφa))

≤ ρ′c(π
′, π) + µ̄(π−1c ∩ (φ′a△ φa))

≤ ρ′c(π
′, π) + ρ′π−1c(φ

′, φ);

as a is arbitrary, ρ′c(π
′φ′, πφ) ≤ ρ′c(π

′, π) + ρ′π−1c(φ
′, φ); as c is arbitrary, (π′, φ′) 7→ π′φ′ is continuous at

(π, φ); thus multiplication is continuous. If π, φ ∈ Autµ̄A, c ∈ Af and a ∈ A, then

µ̄(c ∩ (π−1a△ φ−1a)) = µ̄(φc ∩ (φπ−1a△ ππ−1a) ≤ ρ′φc(φ, π);

thus ρ′c(π
−1, φ−1) ≤ ρ′φc(π, φ), π 7→ π−1 is continuous at φ, and inversion is continuous. So once more we

have a topological group.

(b)(i) If c ∈ Af , π ∈ Autµ̄A and ǫ > 0 are such that ρ′c(π, ι) ≤
1
3ǫ, then π ∈ U(c, ǫ). PPP Consider

A = {a : a ∈ Ac, a ∩ πa = 0}. Then

µ̄a ≤ µ̄(c ∩ (πa△ a)) ≤ ρ′c(π, ι) ≤
1

3
ǫ

for every a ∈ A. If B ⊆ A is upwards-directed, then b∗ = supB is defined in A, and µ̄b∗ = supb∈B µ̄b
(321C). Now πb∗ = supb∈B πb, so b∗ ∩ πb∗ = supb∈B b ∩ πb = 0, and b∗ ∈ A. By Zorn’s Lemma, A has a
maximal element a∗. Suppose that d ∈ Ac is disjoint from π−1a∗ ∪ a∗ ∪ πa∗. Then a∗ ∪ (d \ πd) ∈ A; by the
maximality of a∗, d ⊆ πd and d = πd (because µ̄d = µ̄πd < ∞). Thus (1 \ c) ∪ (π−1a∗ ∪ a∗ ∪ πa∗) supports
π and witnesses that π ∈ U(c, ǫ). QQQ

So every U(c, ǫ) is a Tu-neighbourhood of ι.

(ii) Conversely, if c ∈ Af , ǫ > 0 and π ∈ U(c, ǫ), then ρ′c(π, ι) ≤ ǫ. PPP Let d ∈ A be such that π is
supported by d and µ̄(c ∩ d) ≤ ǫ. Then, for any a ∈ A, a△ πa ⊆ d, so µ̄(c ∩ (a△ πa)) ≤ ǫ; which is what we
need to know. QQQ

So {U(c, ǫ) : c ∈ Af , ǫ > 0} is a base of neighbourhoods of ι for Tu.

(c) Take a non-empty open subset U of Autµ̄A and φ ∈ U .

(i) By (b), there are a c ∈ Af and an ǫ > 0 such that U(c, 3ǫ)U(c, 3ǫ) ⊆ U−1φ. Now there is a
ψ ∈ Autµ̄A such that ψ−1φ ∈ U(c, 3ǫ) and ψ is supported by e = c ∪ φc. PPP By 332L, applied to Ae and
φ↾Ac, there is a measure-preserving automorphism ψ0 : Ae → Ae agreeing with φ on Ac; now set

ψa = ψ0(a ∩ e) ∪ (a \ e)

for every a ∈ A to get ψ ∈ Autµ̄A agreeing with φ on Ac and supported by e. As ψ−1φa = a for a ⊆ c,
ψ−1φ is supported by 1 \ c and belongs to U(c, 3ǫ). QQQ

(ii) By 381H, applied to ψ↾Ae, there is a partition 〈cm〉1≤m≤ω of unity in Ae such that ψcm ⊆ cm for
every m, ψ↾Acm is periodic with period m for every m ∈ N\{0}, and ψ↾Acω is aperiodic. Of course ψcm = cm
for every m, just because µ̄ψcm = µ̄cm. Let n ≥ 1 be such that µ̄cω ≤ n!ǫ and µ̄(supn<m<ω cm) ≤ ǫ. By the
Halmos-Rokhlin-Kakutani lemma (386C), applied to ψ↾Acω , there is a b ⊆ cω such that b, ψb, . . . , ψn!−1b
are disjoint and µ̄(cω \ supi<n! ψ

ib) ≤ ǫ. Note that µ̄b is also at most ǫ.

Set

d = supn<m<ω cm ∪ (cω \ supi<n! ψ
ib), d′ = d ∪ ψn!−1b,

and let π : A→ A be the measure-preserving Boolean automorphism such that
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πa = ψa if 1 ≤ m ≤ n and a ⊆ cm,

= ψa if 0 ≤ i ≤ n!− 2 and a ⊆ ψib,

= ψ−n!+1a if a ⊆ ψn!−1b,

= a if a ⊆ d ∪ (1 \ e).

Then

πn!a = ψn!a = a if 1 ≤ m ≤ n and a ⊆ cm,

= ψn!ψ−n!a = a if 0 ≤ i < n! and a ⊆ ψib,

= a if a ⊆ d ∪ (1 \ e),

so πn! = ι and π is periodic. Since π is supported by e, and Ae is Dedekind complete, π has a support of
finite measure. On the other hand πa = ψa whenever a ∩ d′ = 0, so π−1ψ is supported by d′ and belongs to
U(c, µ̄d′) ⊆ U(c, 3ǫ).

Now

π−1φ = π−1ψψ−1φ ∈ U(c, 3ǫ)U(c, 3ǫ) ⊆ U−1φ, π ∈ U ;

as U is arbitrary, the set of periodic automorphisms with supports of finite measure is dense in Autµ̄A.

(d) Let V be a neighbourhood of the identity ι for the weak topology Tw on Autµ̄A. Then there are
c0, . . . , ck ∈ Af and ǫ0, . . . , ǫk > 0 such that

V ⊇ {π : µ̄(ci △ πci) ≤ ǫi for every i ≤ k}.

Set c = supi≤k ci, ǫ = 1
2 mini≤k ǫi. If π ∈ U(c, ǫ) as defined in (b), there is an a ∈ A, supporting π, such

that µ̄(c ∩ a) ≤ ǫ. In this case, for each i ≤ k, ci \ πci ⊆ c ∩ a, so

µ̄(ci △ πci) = 2µ̄(ci \ πci) ≤ 2µ̄(c ∩ a) ≤ ǫi.

Thus V ⊇ U(c, ǫ) and V is a neighbourhood of ι for Tu. As Autµ̄A is a topological group under either
topology, it follows that Tu is finer than Tw (4A5Fb).

(e) Because (A, µ̄) is semi-finite, the weak topology is Hausdorff (494Bc), so the uniform topology, being
finer, must also be Hausdorff.

(f) Let F be a Cauchy filter for the Tu-bilateral uniformity on Autµ̄A. Because the identity map from
(Autµ̄A,Tu) to (Autµ̄A,Tw) is continuous ((d) above), it is uniformly continuous for the corresponding
bilateral uniformities (4A5Hd), and F is Cauchy for the Tw-bilateral uniformity (4A2Ji). It follows that F
has a Tw-limit ψ say (494Bd), in which case ψa is the limit limπ→F πa, for the measure-algebra topology
of A, for every a ∈ A (494Bb). But ψ is also the Tu-limit of F . PPP Suppose that c ∈ Af and ǫ > 0.
Set V (c, ǫ) = {π : ρ′c(π, ι) ≤ ǫ}, where ρ′c is defined as (a) above. Then V (c, ǫ) is a Tu-neighbourhood of
ι, so {(π, φ) : φπ−1 ∈ V (c, ǫ)} belongs to the Tu-bilateral uniformity, and there is an F ∈ F such that
φπ−1 ∈ V (c, ǫ) whenever π, φ ∈ F .

Now if φ ∈ F and a ∈ A,

µ̄(c ∩ (φa△ ψa)) = µ̄(c ∩ (φa△ lim
π→F

πa)) = lim
π→F

µ̄(c ∩ (φa△ πa))

(because b 7→ µ̄(c ∩ (φa△ b)) is continuous)

= lim
π→F

µ̄(c ∩ (φπ−1πa△ πa)) ≤ sup
π∈F,b∈A

µ̄(c ∩ (φπ−1b△ b)) ≤ ǫ.

Thus ρ′c(φ, ψ) ≤ ǫ for every φ ∈ F . As c and ǫ are arbitrary, F is Tu-convergent to ψ. QQQ
As F is arbitrary, Autµ̄A is complete for the Tu-bilateral uniformity.

(g)(i) Suppose that φ belongs to the closure of G in Autµ̄A. Let B be the set of those b ∈ A for which
there is a π ∈ G such that π and φ agree on the principal ideal Ab. Then B is order-dense in A. PPP Suppose
that a ∈ A \ {0}. Because (A, µ̄) is semi-finite, there is a non-zero c ∈ Af such that c ⊆ a. Take ǫ ∈ ]0, µ̄c[.
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Then there is a π ∈ G such that π−1φ ∈ U(c, ǫ). Let d ∈ A be such that d supports π−1φ and µ̄(c ∩ d) ≤ ǫ.
Set b = c \ d. If b′ ⊆ b, then π−1φb′ = b′, that is, φb′ = πb′; so π and φ agree on Ab and b ∈ B, while
0 6= b ⊆ a. QQQ

(ii) There is therefore a partition 〈bi〉i∈I of unity consisting of members of B. For each i ∈ I take
πi ∈ G such that πi and φ agree on Abi ; because G is full, 〈(bi, πi)〉i∈I witnesses that φ ∈ G. As φ is
arbitrary, G is closed.

(h) Let 〈cn〉n∈N be a non-decreasing sequence in Af with supremum 1. Then {U(cn, 2
−n) : n ∈ N} is a

base of neighbourhoods of ι. PPP If c ∈ Af and ǫ > 0, there is an n ∈ N such that µ̄(c \ cn) + 2−n ≤ ǫ. If
π ∈ U(cn, 2

−n), there is an a ∈ A, supporting π, such that µ̄(cn ∩ a) ≤ 2−n; in which case µ̄(c ∩ a) ≤ ǫ and
π ∈ U(c, ǫ). Thus we have found an n such that U(cn, 2

−n) ⊆ U(c, ǫ). QQQ
By 4A5Q, Autµ̄A is metrizable.

(i)(ααα) By (h), Autµ̄A and therefore G are metrizable; the bilateral uniformity of Autµ̄A is therefore
metrizable (4A5Q(v)). By (f), Autµ̄A is complete under its bilateral uniformity; by (g), G is closed, so is
complete under the induced uniformity. So there is a metric on G, inducing its topology, under which G is
complete, and all I have to show is that G is separable.

(βββ) Since the subgroup of Autµ̄A generated by D is again countable, we may suppose that D is itself a
subgroup of Autµ̄A. Let 〈cn〉n∈N be a non-decreasing sequence in Af with supremum 1, and B a countable
subalgebra of A, which τ -generates A; by 323J again, B is dense in A for the measure-algebra topology. For
m, n ∈ N, π0, . . . , πm ∈ D and b0, . . . , bm ∈ B, write E(m,n, π0, . . . , πm, b0, . . . , bm) for

{π : π ∈ G,
∑m
i=0 µ̄(cn ∩ bi ∩ supp(π−1πi)) ≤ 2−n}.

(The supports are defined because A is Dedekind complete; see 381F.) Let D′ ⊆ G be a countable set
such that D′ ∩ E(m,n, π0, . . . , πm, b0, . . . , bm) is non-empty whenever m, n ∈ N, π0, . . . , πm ∈ D and
b0, . . . , bm ∈ B are such that E(m,n, π0, . . . , πm, b0, . . . , bm) is non-empty.

Suppose that π ∈ G, c ∈ Af and ǫ > 0. Let n ∈ N be such that µ̄(c \ cn) + 2−n+2 < ǫ. We have a family
〈(aj , πj)〉j∈J such that 〈aj〉j∈J is a partition of unity in A consisting of elements of finite measure, and, for
each j ∈ J , πj ∈ D and π agrees with πj on Aaj (381Ia), that is, aj ∩ supp(π−1πj) = 0. Let j0, . . . , jm ∈ J

be such that µ̄(cn \ supi≤m aji) ≤ 2−n; for each i ≤ m, let bi ∈ B be such that µ̄(cn ∩ (bi △ aji)) ≤
2−n

m+1
.

In this case, π ∈ E(m,n, πj0 , . . . , πjm , b0, . . . , bm), so there is a π̃ ∈ D′ ∩ E(m,n, πj0 , . . . , πjm , b0, . . . , bm).
Consider d = supp(π−1π̃). If we set di = supp(π−1πji) ∪ supp(π̃−1πji), then π and π̃ both agree with πji
on 1 \ di, so d ⊆ di. Now

µ̄(cn ∩ d) ≤ µ̄(cn \ sup
i≤m

bi) +
m∑

i=0

µ̄(cn ∩ bi ∩ d)

≤ µ̄(cn \ sup
i≤m

aji) +
m∑

i=0

µ̄(aji \ bi) +
m∑

i=0

µ̄(cn ∩ bi ∩ di)

≤ 2−n + 2−n +

m∑

i=0

µ̄(cn ∩ bi ∩ supp(π−1πji)) +

m∑

i=0

µ̄(cn ∩ bi ∩ supp(π̃−1πji))

≤ 4 · 2−n = 2−n+2,

and µ̄(c ∩ d) < ǫ. But this means that π−1π̃ ∈ U(c, ǫ); as c, ǫ and π are arbitrary, D′ is dense in G and G is
separable.

494D Lemma Let (A, µ̄) be a probability algebra and φ ∈ Autµ̄ A. Let T = Tφ : L2
C
→ L2

C
be

the corresponding operator on the complex Hilbert space L2
C

= L2
C

(A, µ̄) (366M). Then the following are
equiveridical:

(α) φ is weakly mixing (definition: 372Ob);
(β) infk∈N |(T

kw|w)| < 1 whenever w ∈ L2
C

, ‖w‖2 = 1 and
∫
w = 0;

(γ) infk∈N |(T kw|w)| = 0 whenever w ∈ L2
C

, ‖w‖2 = 1 and
∫
w = 0.

D.H.Fremlin



46 Further topics 494D

proof (a) Regarding Z, with addition and its discrete topology, as a topological group, its dual group is
the circle group S1 = {z : z ∈ C, |z| = 1} with multiplication and its usual topology (445Bb-445Bc); the
duality being given by the functional (k, z) 7→ zk : Z× S1 → S1. For u ∈ L2

C
, define hu : Z→ C by setting

hu(k) = (T ku|u) for k ∈ Z. Then hu is positive definite in the sense of 445L. PPP If ζ0, . . . , ζn ∈ C and
m0, . . . ,mn ∈ Z, then

n∑

j,k=0

ζj ζ̄khu(mj −mk) =

n∑

j,k=0

ζj ζ̄k(Tmj−mku|u) =

n∑

j,k=0

ζj ζ̄k(Tmju|Tmku)

(366Me)

= (

n∑

j=0

ζjT
mju|

n∑

k=0

ζkT
mku) ≥ 0. QQQ

By Bochner’s theorem (445N), there is a Radon probability measure νu on S1 such that∫
zkνu(dz) = hu(k) = (T ku|u)

for every k ∈ Z. Note that

νu(S1) =
∫
z0dνu = (u|u) = ‖u‖22.

(b)(i) Let P ⊆ C(S1;C) be the set of functions which are expressible in the form

p(z) =
∑
k∈Z

ζkz
k for every z ∈ S1

where ζk ∈ C for every k ∈ Z and {k : ζk 6= 0} is finite. Then P is a linear subspace of the complex Banach

space C(S1;C), closed under multiplication. Also, if p ∈ P , then p̄ ∈ P , where p̄(z) = p(z) for every z ∈ S1.
PPP If p(z) =

∑
k∈Z

ζkz
k, then

p̄(z) =
∑
k∈Z

ζ̄kz
−k =

∑
k∈Z

ζ̄−kz
k

for every z ∈ S1. QQQ Of course P contains the constant function z 7→ z0 and the identity function z 7→ z, so
by the Stone-Weierstrass theorem (281G) P is ‖ ‖∞-dense in C(S1;C).

(ii) For any p ∈ P the coefficients of the corresponding expression p(z) =
∑
k∈Z

ζkz
k are uniquely

defined, since

ζk =
1

2π

∫ π
−π

e−iktp(eit)dt

for every k. So we can define up, for every u ∈ L2
C

, by saying that up =
∑
k∈Z

ζkT
ku. Now we have

(up|u) =
∑
k∈Z

ζk(T ku|u) =
∑
k∈Z

ζk
∫
zkνu(dz) =

∫
p dνu.

We also see that

∫
up = (up|χ1) =

∑

k∈Z

ζk(T ku|χ1)

=
∑

k∈Z

ζk(u|T−kχ1) =
∑

k∈Z

ζk(u|χ1) = p(1)

∫
u.

It is elementary to check that if p ∈ P and q(z) = zp(z) for every z ∈ S1, then uq = Tup. Note also that
p 7→ up : P → L2

C
is linear.

(iii) For any p ∈ P and u ∈ L2
C

, ‖up‖2 ≤ ‖u‖2‖p‖∞. PPP If p(z) =
∑
k∈Z

ζkz
k for z ∈ S1, set

q(z) = p(z)p(z) =
∑
j,k∈Z

ζj ζ̄kz
j−k

for z ∈ S1. Then
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‖up‖
2
2 = (

∑

j∈Z

ζjT
ju|

∑

k∈Z

ζkT
ku) =

∑

j,k∈Z

ζj ζ̄k(T ju|T ku) =
∑

j,k∈Z

ζj ζ̄k(T j−ku|u)

= (uq|u) =

∫
q dνu ≤ ‖q‖∞νu(S1) = ‖p‖2∞‖u‖

2
2. QQQ

(c) Case 1 Suppose that νu{z} = 0 whenever u ∈ L2
C

, z ∈ S1 and
∫
u = 0.

(i) If u ∈ L2
C

and
∫
u = 0, then limn→∞

1

n+1

∑n
k=0 |(T

ku|u)|2 = 0. PPP For any n ∈ N,

1

n+1

n∑

k=0

|(T ku|u)|2 =
1

n+1

n∑

k=0

(T ku|u)(u|T ku) =
1

n+1

n∑

k=0

(T ku|u)(T−ku|u)

=
1

n+1

n∑

k=0

∫
zkνu(dz)

∫
w−kνu(dw)

=
1

n+1

n∑

k=0

∫
zkw−kν2u(d(z, w))

where ν2u is the product measure on (S1)2. But observe that

|
1

n+1

∑n
k=0 z

kw−k| ≤ 1

for all z, w ∈ S1, while for w 6= z we have

1

n+1

∑n
k=0 z

kw−k =
1−(w−1z)n+1

(n+1)(1−w−1z)
→ 0.

Since

ν2u{(w, z) : w = z} =
∫
νu{z}νu(dz) = 0,

Lebesgue’s Dominated Convergence Theorem tells us that

limn→∞
1

n+1

∑n
k=0 |(T

ku|u)|2 = limn→∞
1

n+1

∑n
k=0

∫
zkw−kν2u(d(z, w)) = 0. QQQ

(ii) Write Fd for the asymptotic density filter on N (491S). If u ∈ L2
C

and
∫
u = 0, then limk→Fd

|(T ku|u)|2 =

0, by (i) above and 491Sb. It follows at once that limk→Fd
(T ku|u) = 0.

In fact limk→Fd
(T ku|v) = 0 whenever

∫
u =

∫
v = 0. PPP We have

lim
k→Fd

(T ku|v) + (T kv|u) = lim
k→Fd

(T k(u+ v)|u+ v)− (T ku|v)− (T kv|v) = 0, (∗)

and similarly

limk→Fd
i(T ku|v)− i(T kv|u) = limk→Fd

(T k(iu)|v) + (T kv|iu) = 0,

so limk→Fd
(T ku|v)− (T kv|u) = 0; adding this to (*), limk→F (T ku|v) = 0. QQQ

(iii) Now take any a, b ∈ A and set u = χa− (µ̄a)χ1, v = χb− (µ̄b)χ1. In this case,
∫
u =

∫
v = 0 and

(T ku|v) = (χ(φka)− (µ̄a)χ1|χb− (µ̄b)χ1)

= µ̄(b ∩ φka)− µ̄a · µ̄b− µ̄(φka) · µ̄b+ µ̄a · µ̄b = µ̄(b ∩ φka)− µ̄a · µ̄b

for every k, so limk→Fd
µ̄(b ∩ φka)− µ̄a · µ̄b = 0 and

limn→∞
1

n+1

∑n
k=0 |µ̄(b ∩ φka)− µ̄a · µ̄b| = 0,

by 491Sb in the other direction. As a and b are arbitrary, φ is weakly mixing.
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(d) Case 2 Suppose there are u ∈ L2
C

and t ∈ ]−π, π] such that
∫
u = 0 and νu{e

it} > 0.

(i) For n ∈ N, set set fn(z) = max(0, 1− 2n|z − eit|) for z ∈ S1. Then

|zfn(z)− eitfn(z)| ≤ 2−n if |z − eit| ≤ 2−n,

= 0 for other z ∈ S1.

Because P is ‖ ‖∞-dense in C(S1;C), there is a pn ∈ P such that ‖pn − fn‖∞ ≤ 2−n, in which case

|zpn(z)− eitpn(z)| ≤ 3 · 2−n

for every z ∈ S1. Set qn(z) = zpn(z) for z ∈ S1; then

‖Tupn − e
−itupn‖2 = ‖uqn − e

−itupn‖2 ≤ ‖u‖2‖qn − e
−itpn‖∞

(by (b-iii))

≤ 3 · 2−n‖u‖2,

while

‖upn‖2 ≤ ‖u‖2‖pn‖∞ ≤ 2‖u‖2.

(ii) Let F be any non-principal ultrafilter on N. Then v = limn→F upn is defined for the weak topology
of the complex Hilbert space L2

C
(4A4Ka). Also

(v|u) = limn→F (upn |u) = limn→∞

∫
pndνu = limn→∞

∫
fndνu = νu{eit} > 0

so v 6= 0. But we also have∫
v = (v|χ1) = limn→F (upn |χ1) = limn→F pn(1)

∫
u = 0,

and, taking limits in the weak topology on L2
C

,

Tv = lim
n→F

Tupn

(because T is continuous for the weak topology, see 4A4Bd)

= lim
n→F

eitupn = eitv.

Set w =
1

‖v‖2

v; then ‖w‖2 = 1,
∫
w = 0,

infk∈N |(T
kw|w)| = infk∈N |e

ikt(w|w)| = 1

and (β) is false.

(e) Putting (c) and (d) together, we see that either (α) is true or (β) is false, that is, that (β) implies
(α).

(f) On the other hand, (α) implies (γ). PPP Suppose that φ is weakly mixing. Then

limn→∞
1

n+1

∑n
k=0 |µ̄(b ∩ φka)− µ̄a · µ̄b| = 0

for all a, b ∈ A; by 491Sb again,

limk→Fd
µ̄(b ∩ φka)− µ̄a · µ̄b = 0,

that is,

limk→Fd
(T kχa|χb) = (χa|χ1) · (χ1|χb),

whenever a, b ∈ A. Because ( | ) is sesquilinear,

limk→Fd
(T ku|v) = (u|χ1) · (χ1|v)
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whenever u, v belong to SC = SC(A), the complex linear span of {χa : a ∈ A}. Because SC is norm-dense
in L2

C
(366Mb), and {T ku : k ∈ N} is norm-bounded, we shall have

limk→Fd
(u|T−kv) = limk→Fd

(T ku|v) = (u|χ1) · (χ1|v)

whenever u ∈ SC and v ∈ L2
C

; now {T−kv : k ∈ N} is norm-bounded, so

limk→Fd
(T ku|v) = limk→Fd

(u|T−kv) = (u|χ1) · (χ1|v)

for all u, v ∈ L2
C

. In particular, if ‖w‖2 = 1 and
∫
w = 0,

infk∈N |(T kw|w)| ≤ limk→Fd
|(T kw|w)| = |(w|χ1)|2 = 0,

as required. QQQ

(g) Since (γ) obviously implies (β), the three conditions are indeed equiveridical.

494E Theorem (Halmos 1944, Rokhlin 1948) Let (A, µ̄) be a probability algebra, and give Autµ̄A
its weak topology.

(a) If A 6= {0, 1}, the set of mixing measure-preserving Boolean automorphisms is meager in Autµ̄A.
(b) If A is atomless and homogeneous, the set of two-sided Bernouilli shifts on (A, µ̄) (definition: 385Qb)

is dense in Autµ̄A.
(c) If A has countable Maharam type, the set of weakly mixing measure-preserving Boolean automor-

phisms is a Gδ subset of Autµ̄A.
(d) If A is atomless and has countable Maharam type, the set of weakly mixing measure-preserving

Boolean automorphisms which are not mixing is comeager in Autµ̄A, and is not empty.

proof (a) Take a ∈ A \ {0, 1}. Let δ > 0 be such that µ̄a > δ + (µ̄a)2, and consider

Fn = {π : π ∈ Autµ̄A, µ̄(a ∩ πka) ≤ δ + (µ̄a)2 for every k ≥ n}.

Because π 7→ µ̄(a ∩ πka) is continuous for every k (494Bb), every Fn is closed. Because Fn cannot contain any
periodic automorphism, (Autµ̄A) \ Fn is dense for the uniform topology on Autµ̄A (494Cc) and therefore
for the weak topology (494Cd). Accordingly

⋃
n∈N

Fn is meager; and every mixing measure-preserving
automorphism belongs to

⋃
n∈N

Fn.

(b) Suppose that φ ∈ Autµ̄A, A ⊆ A is finite and ǫ > 0.

(i) By 494Cc, there is a periodic ψ ∈ Autµ̄A such that µ̄(φa△ ψa) ≤ ǫ for every a ∈ A. Let B be the
subalgebra of A generated by {ψka : k ∈ Z, a ∈ A}; then B is finite (because {ψk : k ∈ Z} is finite). Let B
be the set of atoms of B. Since ψ[B] = B, ψ[B] = B and ψ↾B is a permutation of B. Let B0 ⊆ B be such
that B0 meets each orbit of ψ↾B in just one point; enumerate B0 as 〈bj〉j<n.

Let r ≥ 1 be such that #(B) + 1 ≤ ǫr. For each j < n, let mj be the size of the orbit of ψ↾B containing

bj , and pj = ⌈rµ̄bj⌉ − 1; set M =
∑n−1
j=0 mjpj . Because A is atomless, we can find a disjoint family 〈cjl〉l<pj

in Abj such that µ̄cjl = 1
r for every l < pj . Because 〈ψkbj〉j<n,k<mj

is disjoint, so is 〈ψkcjl〉j<n,l<pj ,k<mj
.

Set

C = {ψkcjl : j < n, l < pj , k < mj}, c = supC;

then

µ̄c =
M

r
=

1

r

n−1∑

j=0

pjmj ≥
1

r

n−1∑

j=0

mj(rµ̄bj − 1)

= 1−
1

r

n−1∑

j=0

mj = 1−
#(B)

r
≥ 1− ǫ.

We shall need to know later that

M

r
=

1

r

∑n−1
j=0 pjmj <

1

r

∑n−1
j−0 rmj µ̄bj = 1.

(ii) Let f : C → C be the cyclic permutation defined by setting
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f(ψkcjl) = ψk+1cjl if j < n, l < pj , k ≤ mj − 2,

= cj,l+1 if j < n, l ≤ pj − 2, k = mj − 1,

= cj+1,0 if j ≤ n− 2, l = pj − 1, k = mj − 1,

= c00 if j = n− 1, l = pj − 1, k = mj − 1.

Set

C ′ = {c : c ∈ C, f(c) and ψ(c) are included in different members of B}.

Then #(C ′) ≤ n. PPP If c ∈ C ′, express it as ψkcjl where j < n, l < pj and k < mj . We surely have
f(c) 6= ψc, so k must be mj − 1. In this case,

ψc = ψmj cjl ⊆ ψmj bj = bj ,

so f(c) 6⊆ bj and l must be pj − 1. Thus c = ψmj−1cj,pj−1 for some j < n, and there are only n objects of
this form. QQQ

(iii) We know that there is a two-sided Bernouilli shift π0 on (A, µ̄) (385Sb). Now π0 is mixing (385Se),
therefore ergodic (372Qb) and aperiodic (386D). We know that M

r < 1, so by 386C again there is a d0 ∈ A

such that d0, π0d0, . . . , π
M−1
0 d0 are disjoint and µ̄d0 = 1

r . Because µ̄f i(c00) = µ̄πi0d0 = 1
r for every i < M

and A is homogeneous, there is a θ ∈ Autµ̄A such that θ(πi0d0) = f i(c00) for every i < M . Set π = θπ0θ
−1;

then π is a two-sided Bernouilli shift (385Sg). Now

πf i(c00) = θπ0θ
−1f i(c00) = θπ0π

i
0d0 = f i+1(c00)

whenever i ≤M − 2. So

C ′′ = {c : c ∈ C, πc and ψ(c) are included in different members of B}

⊆ C ′ ∪ {fM−1(c00)}

has at most n+ 1 members.
Because B is disjoint, e = supb∈B πb△ ψb is disjoint from

supb∈B πb ∩ ψb ⊇ sup(C \ C ′′)

and has measure at most

µ̄(supC ′′) + µ̄(1 \ c) ≤ n+1

r
+ ǫ ≤ 2ǫ.

If a ∈ A, then a is the supremum of the members of B it includes, so πa△ ψa ⊆ e and

µ̄(πa△ φa) ≤ µ̄(πa△ ψa) + µ̄(ψa△ φa) ≤ 3ǫ.

(iv) Thus, given φ ∈ Autµ̄A, A ∈ [A]<ω and ǫ > 0, we can find a two-sided Bernouilli shift π such that
µ̄(πa△ φa) ≤ 3ǫ for every a ∈ A; as φ, A and ǫ are arbitrary, the two-sided Bernouilli shifts are dense in
Autµ̄A.

(c)(i) The point is that L2
C

= L2
C

(A, µ̄) is separable in its norm topology. PPP By 331O, there is a countable
set A ⊆ A which is dense for the measure-algebra topology of A. Let C be a countable dense subset of C,
and

D = {
∑n
j=0 ζjχaj : ζ0, . . . , ζn ∈ C, a0, . . . , an ∈ A},

so that D is a countable subset of L2
C

. Because the function

(ζ0, . . . , ζn, a0, . . . , an) 7→
∑n
j=0 ζjχaj : Cn+1 × An+1 → L2

C

is continuous for each n, D contains
∑n
j=0 ζjχaj whenever ζ0, . . . , ζn ∈ C and a0, . . . , an ∈ A, that is,

SC = SC(A) ⊆ D. But SC is norm-dense in L2
C

, so D also is dense and L2
C

is separable. QQQ

(ii) For π ∈ Autµ̄A, let Tπ : L2
C
→ L2

C
be the corresponding linear operator, as in 494D. We need to

know that the function π 7→ Tπv : Autµ̄A → L2
C

is continuous for every v ∈ L2. PPP It is elementary to
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check that a 7→ χa : A→ L2
C

is continuous for the measure-algebra topology on A, so (π, a) 7→ Tπχa = χπa
is continuous (494Ba-494Bb), and π 7→ Tπχa is continuous, for every a ∈ A. Because addition and scalar
multiplication are continuous on L2

C
, π 7→ Tπv is continuous for every v ∈ SC. Now if v is any member of

L2
C

, φ ∈ Autµ̄A and ǫ > 0, there is a v′ ∈ SC such that ‖v − v′‖2 ≤ ǫ, in which case

{π : ‖Tπv − Tφv‖2 ≤ 3ǫ} ⊇ {π : ‖Tπv
′ − Tφv

′‖ ≤ ǫ}

is a neighbourhood of φ. Thus π 7→ Tπv is continuous for arbitrary v ∈ L2
C

. QQQ

(iii) It follows from (i) that the set V = {v : v ∈ L2
C

, ‖v‖2 = 1,
∫
v = 0} is separable (4A2P(a-iv)). Let

D′ be a countable dense subset of V . For v ∈ D′, set

Fv = {π : |(T kπ v|v)| ≥
1

2
for every k ∈ N}.

Since the maps

π 7→ πk 7→ Tπkv = T kπ v 7→ (T kπ v|v)

are all continuous (494Ba and (ii) just above), Fv is closed. Consider E = Autµ̄A \
⋃
v∈D′ Fv. If π ∈ Autµ̄A

is weakly mixing, then (α)⇒(γ) of 494D tells us that π ∈ E. On the other hand, if π ∈ Autµ̄A is not weakly
mixing, (β)⇒(α) of 494D tells us that there is a w ∈ V such that infk∈N |(T

k
πw|w)| ≥ 1. Let v ∈ D′ be such

that ‖v − w‖2 ≤
1

4
. Then, for any k ∈ N,

|(T kπ v|v)| ≥ |(T kπw|v)| − ‖T kπw − T
k
π v‖2‖v‖2 ≥ |(T

k
πw|v)| −

1

4

≥ |(T kπw|w)| − ‖T kπw‖2‖v − w‖2 −
1

4
≥

1

2
.

So π ∈ Fv ⊆ (Autµ̄A) \ E. Thus the set of weakly mixing automorphisms is precisely E, and is a Gδ set.

(d) We know that every two-sided Bernouilli shift is weakly mixing (385Se, 372Qb), so the set E of
weakly mixing automorphisms is dense, by (b) here, and Gδ, by (c), therefore comeager. By (a), the set
E′ of weakly mixing automorphisms which are not mixing is also comeager. By 494Be, Autµ̄A is a Polish
space, so E′ is non-empty.

494F 494Ed tells us that ‘many’ automorphisms of the Lebesgue probability algebra are weakly mixing
but not mixing. It is another matter to give an explicit description of one. Bare-handed constructions (e.g.,
Chacon 69) demand ingenuity and determination. I prefer to show you an example taken from Tao l08,
Lecture 12, Exercises 5 and 8, although it will take some pages in the style of this book, as it gives practice
in using ideas already presented.

Example (a) There is a Radon probability measure ν on R, zero on singletons, such that∫
cos(2π · 3jt) ν(dt) =

∫
cos 2πt ν(dt) > 0

for every j ∈ N.
(b) Set σjk =

∫
cos 2π(k − j)t ν(dt) for j, k ∈ Z. Then there is a centered Gaussian distribution µ on

X = RZ with covariance matrix 〈σjk〉j,k∈Z.
(c) Let S : X → X be the shift operator defined by saying that (Sx)(j) = x(j + 1) for x ∈ X and j ∈ Z.

Then S is an automorphism of (X,µ).
(d) Let (A, µ̄) be the measure algebra of µ and φ ∈ Autµ̄A the automorphism represented by S. Then φ

is not mixing.
(e) φ is weakly mixing.

proof (a)(i) Let ν̃ be the usual measure on PN (254Jb, 464A). Define h : PN→ R by setting

h(I) =
2

3

∑
j∈I 3−j

for I ⊆ N. Then h is continuous, so the image measure ν = ν̃h−1 is a Radon probability measure on R

(418I). Also h is injective, so ν, like ν̃, is zero on singletons.

D.H.Fremlin



52 Further topics 494F

(ii) The function t 7→ <3t> = 3t−⌊3t⌋ is inverse-measure-preserving for ν. PPP Set ψ0(I) = {j : j+1 ∈ I}
for I ⊆ N, ψ1(t) = <3t> for t ∈ R. Then ψ0 : PN→ PN is inverse-measure-preserving for ν̃, because

ν̃{I : ψ0(I) ∩ J = K} = ν̃{I : I ∩ (J + 1) = K + 1} = 2−#(J)

whenever K ⊆ J ∈ [N]<ω. Next, for any I ∈ PN \ {N,N \ {0}},

ψ1(h(I)) = <2
∑
j∈I 3−j> = 2

∑
j∈I\{0} 3−j = 2

∑
j+1∈I 3−j−1 = h(ψ0(I)).

So ψ1h =a.e. hψ0, and

νψ−1
1 = ν̃h−1ψ−1

1 = ν̃ψ−1
0 h−1 = ν̃h−1 = ν. QQQ

Similarly, if we set

θ(t) =
1

3
− t if 0 ≤ t ≤

1

3
,

=
5

3
− t if

2

3
≤ t ≤ 1,

= t otherwise,

then θh(I) = h(I△(N \ {0})) for every I ⊆ N, and νθ−1 = ν.

(iii) Consequently, for any m ∈ N,∫
cos(2π · 3mt) ν(dt) =

∫
cos(2πm<3t>) ν(dt) =

∫
cos 2πmt ν(dt)

(235G). Inducing on j, we see that∫
cos(2π · 3jt) ν(dt) =

∫
cos 2πt ν(dt)

for every j ∈ N.

(iv) As for
∫

cos 2πt ν(dt), this is equal to
∫

cos 2πθ(t) ν(dt). Now

cos 2πt+ cos 2πθ(t) = cos 2πt+ cos 2π(
1

3
− t)

= 2 cos
π

3
cos 2π(t−

1

6
) > 0 if 0 ≤ t ≤

1

3
,

= cos 2πt+ cos 2π(
5

3
− t)

= 2 cos
5π

3
cos 2π(t−

5

6
) > 0 if

2

3
≤ t ≤ 1;

but h[PN] ⊆ [0, 13 ] ∪ [ 23 , 1], so [0, 13 ] ∪ [ 23 , 1] is ν-conegligible, and cos 2πt+ cos 2πθ(t) > 0 for ν-almost every
t. Accordingly

∫
cos 2πt ν(dt) =

1

2

∫
cos 2πt+ cos 2πθ(t)ν(dt) > 0.

(b) σjk = σkj for all j, k ∈ Z. If J ⊆ Z is finite and 〈γj〉j∈J ∈ RJ , then
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∑

j,k∈J

γjγkσjk =
∑

j,k∈J

γjγk

∫
cos 2π(k − j)t ν(dt)

=
∑

j,k∈J

γjγk

∫
cos 2πkt cos 2πjt+ sin 2πkt sin 2πjt ν(dt)

=

∫ ∑

j,k∈J

γjγk cos 2πkt cos 2πjt ν(dt)

+

∫ ∑

j,k∈J

γjγk sin 2πkt sin 2πjt ν(dt)

=

∫ ∑

j∈J

γj cos 2πjt
∑

k∈J

γk cos 2πkt ν(dt)

+

∫ ∑

j∈J

γj sin 2πjt
∑

k∈J

γk sin 2πkt ν(dt)

≥ 0.

By 456C(iv), we have a Gaussian distribution of the right kind.

(c) Of course S is linear, and Z is countable, so the image measure µS−1 is a centered Gaussian distri-
bution (456Ba). Since

∫
x(j)x(k)(µS−1)(dx) =

∫
(Sx)(j)(Sx)(k)µ(dx)

=

∫
x(j + 1)x(k + 1)µ(dx) = σj+1,k+1 = σjk

for all j, k ∈ Z, µS−1 and µ have the same covariance matrix, and are equal (456Bb). Thus the bijection S
is an automorphism of (X,µ).

(d) Write L2 for L2(A, µ̄), and Tφ : L2 → L2 for the linear operator associated with the automorphism
φ. For k ∈ Z, set fk(x) = x(k) for x ∈ X and uk = f•

k ∈ L
2. Then fkS = fk+1 so Tφuk = uk+1, by 364Qd.

Consider

(T 3j

φ u0|u0) =

∫
u3j × u0 =

∫
x(3j)x(0)µ(dx)

= σ3j ,0 =

∫
cos(2π · 3jt)ν(dt) =

∫
cos 2πt ν(dt) 6= 0,

for every j, while ∫
u0 =

∫
x(0)µ(dx) = 0.

By 372Q(a-iv), π is not mixing.

(e)(i) limn→∞
1

n+1

∑n
k=0 |

∫
e2πiktν(dt)|2 = 0. PPP For any n ∈ N,

1

n+1

n∑

k=0

|

∫
e2πiktν(dt)|2 =

1

n+1

n∑

k=0

∫
e2πiksν(ds)

∫
e−2πiktν(dt)

=

∫
1

n+1

n∑

k=0

e2πik(s−t)ν2(d(s, t))

where ν2 is the product measure on R2. Now, for any s, t ∈ R, |
1

n+1

∑n
k=0 e

2πik(s−t)| ≤ 1 for every n, while

if s− t is not an integer,
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1

n+1

∑n
k=0 e

2πik(s−t) =
1−exp(2πi(n+1)(s−t))

(n+1)(1−exp(2πi(s−t)))
→ 0

as n→∞. As ν is zero on singletons,

ν2{(s, t) : s− t ∈ Z} =
∫
ν{s : s ∈ t+ Z}ν(ds) = 0.

So

limn→∞
1

n+1

∑n
k=0 |

∫
e2πiktν(dt)|2 = limn→∞

∫ 1

n+1

∑n
k=0 e

2πik(s−t)ν2(d(s, t)) = 0

by Lebesgue’s dominated convergence theorem. QQQ

Consequently, as in (c-ii) of the proof of 494D,

0 = lim
k→Fd

|

∫
e2πiktν(dt)|2 = lim

k→Fd

∫
e2πiktν(dt)

= lim
k→Fd

Re

∫
e2πiktν(dt) = lim

k→Fd

∫
cos(2πkt)ν(dt).

By 491Sc,

limk→Fd
σjk = limk→Fd

σj,j+k = limk→Fd

∫
cos(2πkt)ν(dt) = 0.

(ii) Suppose that f , g : X → R are functions such that, for some finite J ⊆ Z, there are continuous
bounded functions f0, g0 : RJ → R such that f(x) = f0(x↾J) and g(x) = g0(x↾J) for every x ∈ RX . Then
limn→Fd

∫
fSn × g dµ =

∫
fdµ

∫
g dµ.

PPP For any n ∈ N, define Rn : X → RJ×{0,1} by setting

Rn(x)(j, 0) = x(j), Rn(x)(j, 1) = x(j + n)

for x ∈ X and j ∈ J ; then Rn is linear, so µR−1
n is a centered Gaussian distribution on RJ×{0,1}. The

covariance matrix σ(n) of µR−1
n is given by

σ
(n)
(j,ǫ),(k,ǫ′) =

∫
z(j, ǫ)z(k, ǫ′)µR−1

n (dz) =

∫
(Rnx)(j, ǫ)(Rnx)(k, ǫ′)µ(dx)

=

∫
x(j)x(k)µ(dx) = σjk if ǫ = ǫ′ = 0,

=

∫
x(j)x(k + n)µ(dx) = σj,k+n if ǫ = 0, ǫ′ = 1,

=

∫
x(j + n)x(k)µ(dx) = σj+n,k = σk,j+n if ǫ = 1, ǫ′ = 0,

=

∫
x(j + n)x(j + n)µ(dx) = σj+n,k+n = σjk if ǫ = ǫ′ = 1

for all j, k ∈ J . So

lim
n→Fd

σ
(n)
(j,ǫ),(k,ǫ′) = σjk if ǫ = ǫ′,

= 0 if ǫ 6= ǫ′.

Let µ̃ be the centered Gaussian distribution µ̃ on RJ×{0,1} with covariance matrix τ where

τ(j,ǫ),(k,ǫ′) = σjk if ǫ = ǫ′,

= 0 if ǫ 6= ǫ′

for any j, k ∈ J . By 456Q, there is such a distribution and µ̃ = limn→Fd
µR−1

n for the narrow topology.

Next observe that, for x ∈ X and z ∈ RJ×{0,1},
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Rn(x) = z =⇒ x(j + n) = z(j, 1) for every j ∈ J

⇐⇒ (Snx)(j) = z(j, 1) for every j ∈ J

=⇒ f(Snx) = f ′0(z),

Rn(x) = z =⇒ x(j) = z(j, 0) for every r < m

=⇒ g(x) = g′0(z),

where we set

f ′0(z) = f0(〈z(j, 1)〉j∈J ), g′0(z) = g0(〈z(j, 0)〉j∈J

for z ∈ RJ×{0,1}. So fSn = f ′0Rn, g = g′0Rn,∫
fSn × g dµ =

∫
(f ′0Rn)× (g′0Rn)dµ =

∫
f ′0 × g

′
0d(µR−1

n )

for every n, and

limn→Fd

∫
fSn × g dµ =

∫
f ′0 × g

′
0dµ̃

because f ′0 × g
′
0 is a bounded continuous function (437Mb).

Since τ(j,0),(k,1) = 0 whenever j, k ∈ J , the σ-algebras Σ0, Σ1 generated by coordinates in J×{0}, J×{1}
respectively are µ̃-independent (456Eb). Since f ′0 is Σ0-measurable and g′0 is Σ1-measurable,

lim
n→Fd

∫
fSn × g dµ =

∫
f ′0 × g

′
0 dµ̃ =

∫
f ′0dµ̃

∫
g′0dµ̃

(272D, 272R)

= lim
n→Fd

∫
f ′0d(µR−1

n ) · lim
n→Fd

∫
g′0d(µR−1

n )

= lim
n→Fd

∫
f ′0Rndµ

∫
g′0Rndµ

= lim
n→Fd

∫
fSndµ

∫
g dµ

= lim
n→Fd

∫
fdµ

∫
g dµ =

∫
fdµ ·

∫
g dµ,

as required. QQQ

(iii) If F , F ′ ⊆ X are compact, then limn→Fd
µ(S−n[F ] ∩ F ′) = µF · µF ′. PPP Let ǫ > 0. For k ∈ N,

set Jk = {j : j ∈ Z, |j| ≤ k} and Fk = {x↾Jk : x ∈ F}. Set f
(0)
k (z) = max(0, 1 − 2kρk(z, Fk)) for z ∈ RJk ,

where ρk is Euclidean distance in RJk , and fk(x) = f
(0)
k (x↾Jk) for x ∈ X. Then 〈fk(x)〉k∈N → χF (x) for

every x ∈ X. So there is a k ∈ N such that
∫
|fk − χF |dµ ≤ ǫ. Set f = fk; then f is a continuous function

from X to [0, 1],
∫
|f − χF | ≤ ǫ, and f factors through the continuous function f

(0)
k : RJk → [0, 1].

Similarly, there is a continuous function g : X → [0, 1] such that
∫
|g− χF ′|dµ ≤ ǫ and g factors through

a continuous function on RJl for some l. Setting J = Jk ∪ Jl, we see that f and g satisfy the conditions of
(ii) and

limn→Fd

∫
fSn × g dµ =

∫
fdµ

∫
g dµ.

But for every n ∈ N,

|µ(S−n[F ] ∩ F ′)−

∫
fSn × g| ≤

∫
|fSn − χS−n[F ]|+ |g − χF ′|dµ

=

∫
|f − χF |+ |g − χF ′|dµ ≤ 2ǫ,

|µF · µF ′ −
∫
fdµ

∫
g dµ| ≤

∫
|f − χF |+ |g − χF ′|dµ ≤ 2ǫ,

D.H.Fremlin



56 Further topics 494F

so

lim sup
n→Fd

|µ(S−n[F ] ∩ F ′)− µF · µF ′|

≤ 4ǫ+ lim
n→Fd

|

∫
fSn × g dµ−

∫
fdµ

∫
g dµ| = 4ǫ.

As ǫ is arbitrary, limn→Fd
µ(S−n[F ] ∩ F ′) = µF · µF ′. QQQ

(iv) Now suppose that a, b ∈ A and ǫ > 0. Because µ is a Radon measure (454J(iii)), there are compact
sets F0, F1 ⊆ X such that µ̄(a△ F •

0 ) + µ̄(b△ F •
1 ) ≤ ǫ. Now, for any n ∈ N,

|µ̄(φna ∩ b)− µ(S−n[F0] ∩ F1)| = |µ̄(φna ∩ b)− µ̄(φnF •

0 ∩ F •

1 )|

≤ µ̄(φna△ φnF •

0 ) + µ̄(b△ F •

1 )

= µ̄(a△ F •

0 ) + µ̄(b△ F •

1 ) ≤ ǫ,

|µ̄a · µ̄b− µF0 · µF1| ≤ |µ̄a− µF0|+ |µ̄b− µF1| ≤ ǫ.

So

lim sup
n→Fd

|µ̄(φna ∩ b)− µ̄a · µ̄b|

≤ 2ǫ+ lim
n→Fd

|µ(S−n[F0] ∩ F1)− µF0 · µF1| = 2ǫ

by (iii). As ǫ, a and b are arbitrary, φ is weakly mixing (using 491Sb once more).

Remark Of course the measure ν of part (a) is Cantor measure (256Hc, 256Xk).

494G Proposition Let (A, µ̄) be a measure algebra and G a full subgroup of Autµ̄A, with fixed-point
subalgebra C (definition: 395Ga).

(a) If a ∈ Af and π ∈ G, there is a φ ∈ G, supported by a ∪ πa, such that φd = πd for every d ⊆ a.
(b) If (A, µ̄) is localizable and a, b ∈ Af , then the following are equiveridical:

(i) there is a π ∈ G such that πa ⊆ b;
(ii) µ̄(a ∩ c) ≤ µ̄(b ∩ c) for every c ∈ C.

(c) If (A, µ̄) is localizable and a, b ∈ Af , then the following are equiveridical:
(i) there is a π ∈ G such that πa = b;
(ii) µ̄(a ∩ c) = µ̄(b ∩ c) for every c ∈ C.

(d) If (A, µ̄) is totally finite (definition: 322Ab) and 〈ai〉i∈I , 〈bi〉i∈I are disjoint families in A such that
µ̄(ai ∩ c) = µ̄(bi ∩ c) for every i ∈ I and c ∈ C, there is a π ∈ G such that πai = bi for every i ∈ I.

(e) If (A, µ̄) is localizable and H = {π : π ∈ Autµ̄A, πc = c for every c ∈ C}, then H is the closure of G
for the weak topology of Autµ̄A.

proof (a) Let 〈(ai, ni, bi)〉i∈I be a maximal family such that
—– 〈ai〉i∈I is a disjoint family in Aπa\a \ {0},
—– 〈bi〉i∈I is a disjoint family in Aa\πa;
—– for every i ∈ I, ni ∈ Z and πniai = bi.

Because µ̄a <∞, I is countable. Set

a′ = (πa \ a) \ supi∈I ai, b′ = (a \ πa) \ supi∈I bi;

then

µ̄a′ = µ̄πa− µ̄(a ∩ πa)−
∑
i∈I µ̄ai = µ̄a− µ̄(a ∩ πa)−

∑
i∈I µ̄bi = µ̄b′.

??? If a′ 6= 0, set c = supn∈Z π
na′. Then πc = c, so

µ̄(c ∩ bi) = µ̄(c ∩ πniai) = µ̄(πni(c ∩ ai)) = µ̄(c ∩ ai)

for every i ∈ I, and
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µ̄(c ∩ b′) = µ̄(c ∩ a \ πa)−
∑

i∈I

µ̄(c ∩ bi) = µ̄(c ∩ a)− µ̄(c ∩ a ∩ πa)−
∑

i∈I

µ̄(c ∩ bi)

= µ̄(c ∩ πa)− µ̄(c ∩ a ∩ πa)−
∑

i∈I

µ̄(c ∩ ai) = µ̄(c ∩ πa \ a)−
∑

i∈I

µ̄(c ∩ ai)

= µ̄(c ∩ a′) = µ̄a′ > 0,

and c ∩ b′ 6= 0. There is therefore an n ∈ Z such that πna′ ∩ b′ 6= 0. But now, setting d = a′ ∩ π−nb′, d 6= 0
and we ought to have added (d, n, πnd) to 〈(ai, ni, bi)〉i∈I . XXX

Thus supi∈I ai = πa \ a and supi∈I bi = a \ πa. Now we can define φ ∈ AutA by the formula

φd = πd if d ⊆ a,

= πnid if i ∈ I and d ⊆ ai,

= d if d ∩ (a ∪ πa) = 0

(381C, because I is countable and A is Dedekind σ-complete). Because G is full, φ ∈ G; φ is supported by
a ∪ πa, and φ agrees with π on Aa, as required.

(b)(i)⇒(ii) If πa ⊆ b and c ∈ C, then

µ̄(a ∩ c) = µ̄π(a ∩ c) = µ̄(πa ∩ πc) ≤ µ̄(b ∩ c).

(ii)⇒(i) Now suppose that µ̄(a ∩ c) ≤ µ̄(b ∩ c) for every c ∈ C.

(ααα) Consider first the case in which a ∩ b = 0. Let 〈(ai, πi, bi)〉i∈I be a maximal family such that
—– 〈ai〉i∈I is a disjoint family in Aa \ {0},
—– 〈bi〉i∈I is a disjoint family in Ab,
—– for every i ∈ I, πi ∈ G and πiai = bi.

Set a′ = supi∈I ai, b
′ = supi∈I bi and

c = upr(b \ b′,C) = supπ∈G π(b \ b′) ∈ C

(395G, because A is Dedekind complete).
a ∩ c = a′ ∩ c. PPP??? Otherwise, a \ a′ meets c, so there is a π ∈ G such that (a \ a′) ∩ π(b \ b′) 6= 0, in which

case we ought to have added

((a \ a′) ∩ π(b \ b′), π−1, π−1(a \ a′) ∩ b \ b′)

to our family 〈(ai, πi, bi)〉i∈I . XXXQQQ
Now note that 1 \ c ∈ C, so

µ̄(a \ c) ≤ µ̄(b \ c) = µ̄(b′ \ c) =
∑

i∈I

µ̄(bi \ c)

=
∑

i∈I

µ̄πi(ai \ c) =
∑

i∈I

µ̄(ai \ c) = µ̄(a′ \ c),

so a \ c = a′ \ c and a = a′.
Accordingly we can define π ∈ AutA by setting

πd = πid if i ∈ I and d ⊆ ai,

= π−1
i d if i ∈ I and d ⊆ bi,

= d if d ⊆ 1 \ (a ∪ b′)

(381C again). Because G is full, π ∈ G, and

πa = π(supi∈I ai) = supi∈I πai = supi∈I bi = b′ ⊆ b.

(βββ) For the general case, we have

µ̄(c ∩ a \ b) = µ̄(c ∩ a)− µ̄(c ∩ a ∩ b) ≤ µ̄(c ∩ b)− µ̄(c ∩ a ∩ b) = µ̄(c ∩ b \ a)
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for every c ∈ C, so (α) tells us that there is a π0 ∈ G such that π0(a \ b) ⊆ b \ a. Now if we set π =

(
←−−−−−−−−−−
a \ b π0

π0(a \ b)), π ∈ G (because G is full, see 381Sd), and πa ⊆ b, as required.

(c) If π ∈ G and πa = b, then πa ⊆ b and π−1b ⊆ a, so (b) tells us that µ̄(a ∩ c) = µ̄(b ∩ c) for every
c ∈ C. If µ̄(a ∩ c) = µ̄(b ∩ c) for every c ∈ C, then (b) tells us that there is a π ∈ G such that πa ⊆ b; but as
µ̄πa = µ̄a = µ̄b, we have πa = b.

(d) Let j be any object not belonging to I and set aj = 1 \ supi∈I ai, bj = 1 \ supi∈I bi. Then

µ̄(aj ∩ c) = µ̄c−
∑
i∈I µ̄(ai ∩ c) = µ̄c−

∑
i∈I µ̄(bi ∩ c) = µ̄(bj ∩ c)

for every c ∈ C. Set J = I ∪ {j}. By (c), there is for each i ∈ J a πi ∈ G such that πiai = bi. Now 〈ai〉i∈J
and 〈bi〉i∈J are partitions of unity in A, so there is a π ∈ AutA such that πd = πid whenever i ∈ J and
d ⊆ aj ; because G is full, π ∈ G, and has the property we seek.

(e)(i) If a ∈ A, then U = {π : π ∈ Autµ̄A, πa 6⊆ a} is open for the weak topology. PPP The functions

π 7→ πa : Autµ̄A→ A, b 7→ b \ a : A→ A

are continuous (494Bb and 323Ba), and c 7→ µ̄c : A→ [0,∞] is lower semi-continuous (323Cb, because A is
semi-finite), so π 7→ µ̄(πa \ a) is lower semi-continuous (4A2B(d-ii)) and U = {π : µ̄(πa \ a) > 0} is open. QQQ

Consequently, {π : πc ⊆ c for every c ∈ C} is closed. But if πc ⊆ c for every c ∈ C, then πc = c for every
c ∈ C. So H is closed. Of course H includes G, so G ⊆ H.

(ii) Suppose that π ∈ H and that U is an open neighbourhood of π. Then there are a0, . . . , an ∈ Af

and δ > 0 such that U includes {φ : φ ∈ Autµ̄A, µ̄(πai △ φai) ≤ δ for every i ≤ n}. Set e = supi≤n ai; let B

be the finite subalgebra of Ae generated by {e ∩ ai : i ≤ n}, and B the set of its atoms (definition: 316K).
If b ∈ B, then µ̄(πb ∩ c) = µ̄(b ∩ c) for every c ∈ C, so there is a φb ∈ G such that φbb = πb, by (c) above.
Equally, there is a φ ∈ G such that φe = πe. Now we can define ψ ∈ Autµ̄A by saying that

ψd = φbd if b ∈ B and d ⊆ b,

= φd if d ⊆ 1 \ e;

as usual, ψ ∈ G, while ψb = πb for every b ∈ B. But this means that ψai = πai for every i ≤ n, so
ψ ∈ G ∩ U . As U is arbitrary, π ∈ G; as π is arbitrary, G is dense in H and H = G.

494H Proposition Let A be a Boolean algebra, G a full subgroup of AutA, and a ∈ A. Set Ga = {π :
π ∈ G, π is supported by a}, Ha = {π↾Aa : π ∈ Ga}.

(a) Ga is a full subgroup of AutA and Ha is a full subgroup of AutAa, for every a ∈ A.
(b) Suppose that A is Dedekind complete, and that the fixed-point subalgebra of G is C. Then the

fixed-point subalgebra of Ha is {a ∩ c : c ∈ C}.

proof (a)(i) By 381Eb and 381Eh, Ga is a subgroup of G, and π 7→ π↾Aa is a group homomorphism from
Ga to AutAa, so its image Ha is a subgroup of AutAa.

(ii) Suppose that φ ∈ AutA and that 〈(ai, πi)〉i∈I is a family in A×Ga such that 〈ai〉i∈I is a partition
of unity in A and πid = φd whenever i ∈ I and d ⊆ ai. Then φ ∈ G, because G is full; and

φd = supi∈I πi(d ∩ ai) = supi∈I d ∩ ai = d

whenever d ∩ a = 0, so φ is supported by a and belongs to Ga.

(iii) Suppose that φ ∈ AutAa and that 〈(ai, πi)〉i∈I is a family in Aa × Ha such that 〈ai〉i∈I is a
partition of unity in Aa and πid = φd whenever i ∈ I and d ⊆ ai. For each i ∈ I, there is a π′

i ∈ Ga such
that πi = π′

a↾Aa. Take j /∈ I and set J = I ∪ {j}, aj = 1 \ a, π′
j = ι; define ψ ∈ AutA by setting ψd = φd

for d ⊆ a, d for d ⊆ 1 \ a. Then 〈aj〉j∈J is a partition of unity in A and ψd = π′
jd whenever j ∈ J and d ⊆ aj ,

so ψ ∈ G. Also ψ is supported by a, so φ = ψ↾Aa belongs to Ha. As φ and 〈(ai, πi)〉i∈I are arbitrary, Ha is
full.

(b)(i) If c ∈ C, then π(a ∩ c) = πa ∩ πc = a ∩ c whenever π ∈ G and πa = a, so a ∩ c belongs to the
fixed-point subalgebra of Ha.
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(ii) In the other direction, take any b in the fixed-point subalgebra of Ha. Set c = upr(b,C) = supπ∈G πb
(395G once more). Of course b ⊆ a ∩ c. ??? If b 6= a ∩ c, set e = a ∩ c \ b. Then there is a π ∈ G such that
e1 = e ∩ πb 6= 0; set e2 = π−1e1 ⊆ b and φ = (←−−−e2 π e1). Then φ ∈ G (381Sd again) and φ is supported by
e1 ∪ e2 ⊆ a, so φ↾Aa ∈ Ha; but φb 6= b, so this is impossible. XXX Thus b is expressed as the intersection of a
with a member of C, as required.

494I I take the proof of the next theorem in a series of lemmas, the first being the leading special case.

Lemma (Giordano & Pestov 92) Let (A, µ̄) be an atomless homogeneous probability algebra (definitions:
316Kb, 316N). Then Autµ̄A, with its weak topology, is extremely amenable.

proof I seek to apply 493C.

(a) Take ǫ > 0, a neighbourhood V of the identity in Autµ̄A, a finite set I ⊆ Autµ̄A and a finite family A
of zero sets in Autµ̄A. Let δ > 0 and K ∈ [A]<ω be such that π ∈ V whenever π ∈ Autµ̄A and µ̄(a△ πa) ≤ δ
for every a ∈ K. Let C be the set of atoms of the finite subalgebra C of A generated by K, and D the set
of atoms of the subalgebra D generated by K ∪

⋃
π∈I π[K]; set k = #(C) and k′ = #(D). Let m ∈ N be so

large that 2kk′ ≤ mδ and (mδ − 1)2 ≥ 64m ln
1

ǫ
; set r = ⌊mδ⌋, so that exp(−

r2

64m
) ≤ ǫ.

(b) For each d ∈ D let Ed be a maximal disjoint family in Ad such that µ̄e = 1
m for every e ∈ Ed; let E

be a partition of unity in A, including
⋃
d∈D Ed, such that µ̄e = 1

m for every e ∈ E. Let H be the group of
permutations of E. Then we have a group homomorphism θ : H → Autµ̄A such that θ(ψ)↾E = ψ for every
ψ ∈ H. PPP Fix e0 ∈ E. Then for each e ∈ E there is a measure-preserving isomorphism φe : Ae0 → Ae,
because A is homogeneous (331I). For ψ ∈ HE , E and 〈ψe〉e∈E are partitions of unity in A, so we can define
θ(ψ) ∈ Autµ̄A by the formula

θ(ψ)(a) = φψeφ
−1
e a whenever a ⊆ e ∈ E.

It is easy to see that θ(ψ)(e) = ψe for every e ∈ E. If ψ, ψ′ ∈ HE , then

θ(ψψ′)(a) = φψψ′eφ
−1
e a

= φψψ′eφ
−1
ψ′eφψ′eφ

−1
e a = θ(ψ)θ(ψ′)(a)

whenever a ⊆ e ∈ E; so θ is a group homomorphism. QQQ
Write G for θ[H], so that G is a subgroup of Autµ̄A.

(c) I ⊆ GV −1. PPP Take π ∈ I. For c ∈ C, set

E′
c =

⋃
{Ed : d ∈ D, d ⊆ c}, E′′

c =
⋃
{Ed : d ∈ D, d ⊆ πc}.

Since supEd ⊆ d and µ̄(d \ supEd) ≤
1
m for every d ∈ D, supE′

c ⊆ c and µ̄(c \ supE′
c) ≤

k′

m
; so mµ̄c− k′ ≤

#(E′
c) ≤ mµ̄c. Similarly, supE′′

c ⊆ πc and

mµ̄c− k′ = mµ̄πc− k′ ≤ #(E′′
c ) ≤ mµ̄πc = mµ̄c.

Let Ẽ′
c ⊆ E

′
c, Ẽ

′′
c ⊆ E

′′
c be sets of size min(#(E′

c),#(E′′
c )) ≥ mµ̄c− k′. Setting c′ = sup Ẽ′

c and c′′ = sup Ẽ′′
c

we have

c′ ⊆ c, µ̄(c \ c′) =
1

m
(mµ̄c−#(Ẽ′

c)) ≤
k′

m
,

and similarly c′′ ⊆ πc and µ̄(πc \ c′′) ≤ k′

m
.

Because 〈Ẽ′
c〉c∈C and 〈Ẽ′′

c 〉c∈C are both disjoint, there is a ψ ∈ H such that ψ[Ẽ′
c] = Ẽ′′

c for every c ∈ C.
Set φ = θ(ψ); then φ ∈ G and φc′ = c′′ for every c ∈ C. Now this means that

µ̄(c△ π−1φc) = µ̄(πc△ φc) ≤ µ̄(πc△ c′′) + µ̄(c′′ △ φc)

= µ̄(πc△ c′′) + µ̄(c′ △ c) ≤
2k′

m

for every c ∈ C. Consequently
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µ̄(a△ π−1φa) ≤
2kk′

m
≤ δ

for every a ∈ K, and π−1φ ∈ V . Accordingly π ∈ φV −1 ⊆ GV −1; as π is arbitrary, I ⊆ GV −1. QQQ

(d) I am ready to introduce the functional ν demanded by the hypotheses of 493C. Let λ be the Haar
probability measure on the finite group H, and ν the image measure λθ−1, regarded as a measure on Autµ̄A.
If π ∈ I, then (c) tells us that there is a ψ ∈ H such that φ = θ(ψ) belongs to πV . In this case, for any
A ∈ A,

ν(φA) = λθ−1[φA] = λ(ψθ−1[A]) = λθ−1[A] = νA.

So ν satisfies condition (ii) of 493C.

(e) As for condition (i) of 493C, consider W = {ψ : ψ ∈ H, #({e : e ∈ E, ψe 6= e}) ≤ r}. Then θ[W ] ⊆ V .
PPP If ψ ∈W , then θ(ψ)(d) = d whenever d ⊆ e ∈ E and ψe = e. So θ(ψ) is supported by b = sup{e : e ∈ E,
ψe 6= e}. Now µ̄b ≤ r

m ≤ δ. So µ̄(a△ φa) ≤ µ̄b ≤ δ for every a ∈ A, and φ ∈ V . QQQ

Now suppose that F ⊆ Autµ̄A and νF ≥ 1
2 . Then

ν(V F ) = λθ−1[V F ] ≥ λ(Wθ−1[F ])

(because θ[W ] ⊆ V )

≥ 1− exp(−
r2

64m
)

(by 492I, because λθ−1[F ] = νF ≥ 1
2 )

≥ 1− ǫ.

So ν satisfies the first condition in 493C.

(f) As ǫ, V , I and A are arbitrary, Autµ̄A is extremely amenable.

494J Lemma Let (C, λ̄) be a totally finite measure algebra, (B, ν̄) a probability algebra, and (A, µ̄) the
localizable measure algebra free product (C, λ̄)⊗̂(B, ν̄) (325E). Give Autµ̄A its weak topology, and let G be
the subgroup {π : π ∈ Autµ̄A, π(c⊗ 1) = c⊗ 1 for every c ∈ C}. Suppose that B is either finite, with all its
atoms of the same measure, or homogeneous. Then G is amenable, and if either B is homogeneous or C is
atomless, G is extremely amenable.

proof (a) Let E be the family of finite partitions of unity in C not containing {0}. Then for any E ∈ E we
have a function θE : (Autν̄ B)E → G defined by saying that

θE(φφφ)(c⊗ b) = supe∈E(c ∩ e)⊗ φeb

whenever φφφ = 〈φe〉e∈E ∈ (Autν̄ B)E , c ∈ C and b ∈ B. PPP For each e ∈ E, the defining universal mapping
theorem 325Da tells us that there is a unique measure-preserving Boolean homomorphism ψe : A→ A such
that ψe(c⊗1) = c⊗1 and ψe(1⊗ b) = 1⊗φeb for all b ∈ B and c ∈ C. To see that ψe is surjective, note that
ψe[A] must be a closed subalgebra including C ⊗B (324Kb), which is dense (325D(c-i)). So ψe ∈ Autµ̄A.
Now 〈e ⊗ 1〉e∈E is a partition of unity in A, and ψe(e ⊗ 1) = e ⊗ 1 for every e, so we have a π ∈ Autµ̄A
defined by saying that πa = supe∈E ψe(a ∩ e) for every a ∈ A. Because G is full, π ∈ G. So we can set
θE(φφφ) = π. Of course π is the only automorphism satisfying the given formula for θE(φφφ). QQQ

(b)(i) It is easy to check that if E ∈ E then θE is a group homomorphism from (Autν̄ B)E to G; write
GE for its set of values. Because 0 /∈ E, θE is injective, and GE is a subgroup of G isomorphic to the group
(Autν̄ B)E . Give Autν̄ B its weak topology, (Autν̄ B)E the product topology and G the topology induced
by the weak topology of Autµ̄A.

(ii) θE is continuous. PPP If U is a neighbourhood of the identity in GE , there are a0, . . . , an ∈ A

and ǫ > 0 such that U includes {π : π ∈ GE , µ̄(ai △ πai) ≤ 3ǫ for every i ≤ n}. For each i ≤ n, there is an
a′i ∈ C ⊗B such that µ̄(ai △ a′i) ≤ ǫ. Let B0 be a finite subalgebra of B such that a′i ∈ C ⊗B0 for every
i ≤ n. Let δ > 0 be such that δλ̄1 ≤ ǫ. Then there is a neighbourhood V of the identity in Autν̄ B such
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that ν̄(b△ φb) ≤ δ whenever φ ∈ V and b ∈ B0. If now φφφ = 〈φe〉e∈E belongs to V E , then for each i ≤ n we
can express a′i as supj≤mi

cij ⊗ bij where 〈cij〉j≤mi
is a partition of unity in C and bij ∈ B0 for every j ≤ mi

(315Oa). So

µ̄(a′i △ θE(φφφ)a′i) ≤
∑

j≤mi

e∈E

µ̄(((cij ∩ e)⊗ bij) △ θE(φφφ)((cij ∩ e)⊗ bij))

(because 〈(cij ∩ e)⊗ bij〉j≤mi,e∈E is a disjoint family with supremum a′i)

=
∑

j≤mi

e∈E

µ̄(((cij ∩ e)⊗ bij) △ ((cij ∩ e)⊗ φebij))

=
∑

j≤mi

e∈E

µ̄((cij ∩ e)⊗ (bij △ φebij))

=
∑

j≤mi

e∈E

λ̄(cij ∩ e) · ν̄(bij △ φebij) ≤ δ
∑

j≤mi

e∈E

λ̄(cij ∩ e) ≤ ǫ,

and

µ̄(ai △ θE(φφφ)ai) ≤ µ̄(ai △ a′i) + µ̄(a′i △ θE(φφφ)a′i) + µ̄(θE(φφφ)a′i △ θE(φφφ)ai) ≤ 3ǫ.

This is true for every i ≤ n, so θE(φφφ) ∈ U whenever φφφ ∈ V E . As U is arbitrary, θE is continuous. QQQ

(iii) θ−1
E is continuous. PPP Let V be a neighbourhood of the identity in Autν̄ B. Then there are ǫ > 0

and b0, . . . , bn ∈ B such that φ ∈ V whenever φ ∈ Autν̄ B and ν̄(bi △ φbi) ≤ ǫ for every i ≤ n. Let δ > 0 be
such that δ ≤ ǫλ̄e for every e ∈ E, and let U be

{π : π ∈ GE , µ̄((e⊗ bi) △ π(e⊗ bi)) ≤ δ whenever e ∈ E and i ≤ n}.

Then U is a neighbourhood of the identity in GE . If φφφ = 〈φe〉e∈E ∈ (Autν̄ B)E is such that θE(φφφ) ∈ U , then
for every e ∈ E and i ≤ n we have

ν̄(bi △ φebi) =
1

λ̄e
µ̄((e⊗ bi) △ θE(φφφ)(e⊗ bi)) ≤

δ

λ̄e
≤ ǫ,

so φφφ ∈ V E . As V is arbitrary, θ−1
E is continuous. QQQ

(iv) Putting these together, θE is a topological group isomorphism.

(c) The next step is to show that
⋃
E∈E GE is dense in G.

(i) Note first that there is an upwards-directed family D of finite subalgebras D of B such that if D ∈ D

then every atom of D has the same measure, and
⋃

D is dense in B (for the measure-algebra topology of B).
PPP If B is finite, with all its atoms of the same measure, this is trivial; take D = {B}. Otherwise, because B

is homogeneous, (B, ν̄) must be isomorphic to the measure algebra (Bκ, ν̄κ) of the usual measure on {0, 1}κ

for some infinite cardinal κ, and we can take D to be the family of subalgebras determined by finite subsets
of κ. QQQ

(ii) Suppose that π ∈ G, a0, . . . , an ∈ A and ǫ > 0. Let A0 be the subalgebra of A generated by
a0, . . . , an and A the set of its atoms; let η > 0 be such that 12η#(A) ≤ ǫ. Consider subalgebras of A of
the form C0 ⊗ D where C0 is a finite subalgebra of C and D ∈ D. This is an upwards-directed family of
subalgebras, and the closure of its union includes c ⊗ b whenever c ∈ C and b ∈ B, so is the whole of A.
There must therefore be a finite subalgebra C0 of C, a D ∈ D, and a′, a′′ ∈ C0 ⊗ D, for each a ∈ A, such
that µ̄(a△ a′) ≤ η and µ̄(πa△ a′′) ≤ η for every a ∈ A. Note that this implies that

|µ̄a′ − µ̄a′′| ≤ |µ̄a′ − µ̄a|+ |µ̄a− µ̄a′′| ≤ 2η

for every a ∈ A.

(iii) Let E ∈ E be the set of atoms of C0, D the set of atoms of D, and γ the common measure of the
members of D. For e ∈ E and a ∈ A, set
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D′
ea = {d : d ∈ D, µ̄((e⊗ d) ∩ a) >

1

2
µ̄(e⊗ d)}, b′ea = supD′

ea,

D′′
ea = {d : d ∈ D, µ̄((e⊗ d) ∩ πa) >

1

2
µ̄(e⊗ d)}, b′′ea = supD′′

ea.

Note that as A is disjoint, 〈D′
ea〉a∈A is disjoint, for each e; and similarly 〈D′′

ea〉a∈A is disjoint for each e,
because 〈πa〉a∈A is disjoint. Next, for a ∈ A and e ∈ E, set Dea = {d : d ∈ D, e ⊗ d ⊆ a′}. Then, for each
a ∈ A,

µ̄(a′ △ sup
e∈E

e⊗ b′ea) =
∑

e∈E
d∈D′

ea\Dea

µ̄(e⊗ d) +
∑

e∈E
d∈Dea\D

′
ea

µ̄(e⊗ d)

≤
∑

e∈E
d∈D′

ea\Dea

2µ̄((e⊗ d) ∩ a) +
∑

e∈E
d∈Dea\D

′
ea

2µ̄((e⊗ d) \ a)

≤
∑

e∈E
d∈D\Dea

2µ̄((e⊗ d) ∩ a) +
∑

e∈E
d∈Dea

2µ̄((e⊗ d) \ a)

= 2µ̄(a \ a′) + 2µ̄(a′ \ a) = 2µ̄(a△ a′) ≤ 2η,

and µ̄(a△ supe∈E e⊗ b
′
ea) ≤ 3η. Similarly, passing through a′′ in place of a′, we see that µ̄(πa△ supe∈E e⊗

b′′ea) ≤ 3η.

Consequently, for any a ∈ A,

∑

e∈E

λ̄e · γ|#(D′
ea)−#(D′′

ea)| =
∑

e∈E

|µ̄(e⊗ b′ea)− µ̄(e⊗ b′′ea)|

≤
∑

e∈E

µ̄((e⊗ b′ea) △ ((e⊗ 1) ∩ a))

+ |µ̄((e⊗ 1) ∩ a)− µ̄((e⊗ 1) ∩ πa)|

+ µ̄(((e⊗ 1) ∩ πa) △ (e⊗ b′′ea))

=
∑

e∈E

µ̄((e⊗ b′ea) △ ((e⊗ 1) ∩ a))

+ µ̄(((e⊗ 1) ∩ πa) △ (e⊗ b′′ea))

(because π ∈ G, so (e⊗ 1) ∩ πa = π((e⊗ 1) ∩ a) for every e)

= µ̄(a△ sup
e∈E

e⊗ b′ea) + µ̄(πa△ sup
e∈E

e⊗ b′′ea) ≤ 6η.

(iv) Fix e ∈ E for the moment. For each a ∈ A, take D̃′
ea ⊆ D′

ea, D̃′′
ea ⊆ D′′

ea such that #(D̃′
ea) =

#(D̃′′
ea) = min(#(D′

ea),#(D′′
ea)). As 〈D̃′

ea〉a∈A and 〈D̃′′
ea〉a∈A are always disjoint families, there is a permu-

tation ψe : D → D such that ψe[D̃
′
ea] = D̃′′

ea for every a ∈ A. Because (B, ν̄) is homogeneous, there is a
φe ∈ Autν̄ B such that φed = ψed for every d ∈ D.

(v) This gives us a family φφφ = 〈φe〉e∈E . Consider θE(φφφ). For each a ∈ A,
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µ̄(πa△ θE(φφφ)(a)) ≤ µ̄(πa△ sup
e∈E

e⊗ b′′ea) + µ̄((sup
e∈E

e⊗ b′′ea) △ θE(φφφ)(sup
e∈E

e⊗ b′ea))

+ µ̄(θE(φφφ)(sup
e∈E

e⊗ b′ea) △ θE(φφφ)(a))

≤ 3η +
∑

e∈E

µ̄((e⊗ b′′ea) △ (e⊗ φeb
′
ea)) + µ̄((sup

e∈E
e⊗ b′ea) △ a)

≤ 3η +
∑

e∈E

λ̄e · γ#(D′′
ea△ψe[D

′
ea]) + 3η

≤ 6η +
∑

e∈E

λ̄e · γ(#(D′′
ea \ D̃

′′
ea) + #(D′

ea \ D̃
′
ea))

= 6η +
∑

e∈E

λ̄e · γ|#(D′′
ea)−#(D′

ea)| ≤ 12η.

(vi) Now, for each i ≤ n, set Ai = {a : a ∈ A, a ⊆ ai}; then

µ̄(πai △ θE(φφφ)(ai)) ≤
∑
a∈Ai

µ̄(πa△ θE(φφφ)(a)) ≤ 12η#(A) ≤ ǫ,

while θEφφφ ∈ GE . As φ, a0, . . . , an and ǫ are arbitrary,
⋃
E∈E GE is dense in G.

(vii) Note also that if E, E′ ∈ E , there is an F ∈ E such that GF ⊇ GE∪GE′ . PPP Set F = {e ∩ e′ : e ∈ E,
e′ ∈ E′} \ {0}. If φφφ = 〈φe〉e∈E ∈ (Autν̄ B)E , define 〈ψf 〉f∈F ∈ (Autν̄ B)F by saying that ψf = φe whenever
f ∈ F , e ∈ E and f ⊆ e. Then it is easy to check that θF (〈ψf 〉f∈F ) = θE(φφφ). So GF ⊇ GE ; similarly,
GF ⊇ GE′ . QQQ

So {GE : E ∈ E} is an upwards-directed family of subgroups of G with dense union in G.

(d) At this point, we start looking at the rest of the hypotheses.

(i) Suppose that B is atomless. Then 494I tells us that Autν̄ B is extremely amenable. So all the
products (Autν̄ B)E are extremely amenable (493Bd), all theGE are extremely amenable, andG is extremely
amenable by (c) and 493Bb.

(ii) Suppose that B is finite. Then Autν̄ B is finite, therefore amenable (449Cg); all the products
(Autν̄ B)E are amenable (449Ce), and G is amenable (449Cb).

(e) I have still to finish the case in which C is atomless and B is finite. If B = {0} then of course G = {ι}
is extremely amenable, so we may take it that λ̄1 > 0.

(i) Take ǫ > 0, a neighbourhood V of the identity in G, a finite set I ⊆ G and a finite family A of zero
sets in G. Let V1 be a neighbourhood of the identity in G such that V 2

1 ⊆ V −1. By (c), there is an E′ ∈ E
such that I ⊆ GE′V1. Set k = #(E′). V1 is a neighbourhood of the identity for the uniform topology on G
(494Cd), so there is a δ > 0 such that π ∈ V1 whenever π ∈ G and the support of π has measure at most δ

(494Cb). Let m be so large that mδ ≥ kλ̄1 and (
mδ

λ̄1
− 1)2 ≥ m ln(

2

ǫ
); set r = ⌊

mδ

λ̄1
⌋, so that 2 exp(−

r2

m
) ≤ ǫ.

(ii) For each e ∈ E′ let De be a maximal disjoint set of elements of measure 1
m λ̄1 in Ce; let E ⊇⋃

e∈E′ De be a maximal disjoint set of elements of measure 1
m λ̄1 in C. Note that c = 1 \ supe∈E′ supDe has

measure at most k
m λ̄1 ≤ δ. Consequently GE′ ⊆ GEV1. PPP If π′ ∈ GE′ , express θ−1

E′ (π′) as 〈φ′e〉e∈E′ . Let

〈φe〉e∈E ∈ (Autν̄ B)E be such that φe = φ′e′ whenever e′ ∈ E′ and e ∈ De′ , and set π = θE(〈φe〉e∈E). Then
πa = π′a for every a ⊆ (1 \ c) ⊗ 1, so π−1π′ is supported by c ⊗ 1 and belongs to V1. Thus π′ ∈ πV1; as π′

is arbitrary, GE′ ⊆ GEV1. QQQ It follows that I ⊆ GEV 2
1 ⊆ GEV

−1.

(iii) Set H = Autν̄ B, and let λ0 be the Haar probability measure on H, that is, the uniform probability
measure. Let λ be the product measure on HE , so that λ is the Haar probability measure on HE . Let ν be
the image measure λθ−1

E on G. If π ∈ I, then GE meets πV , so there is a φφφ ∈ HE such that θE(φφφ) ∈ πV ;
now

ν(θE(φφφ)F ) = λθ−1
E [θE(φφφ)F ] = λ(φφφθ−1

E [F ]) = λθ−1
E [F ] = νF

for every F ⊆ G, and in particular for every F ∈ A. Thus ν satisfies condition (ii) of 493C.
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(iv) Set

U = {〈φe〉e∈E : φe ∈ Autν̄ B for every e ∈ E, #({e : φe is not the identity}) ≤ r}.

Then θE [U ] ⊆ V . PPP If φφφ = 〈φe〉e∈E belongs to U , then b = sup{e : e ∈ E, φe is not the identity} has
measure at most r

m λ̄1 ≤ δ, while b supports θE(φφφ). So λ̄(a△ θE(φφφ)(a)) ≤ δ for every a ∈ A, and θE(φφφ) ∈ V .
QQQ

Let ρ be the normalized Hamming metric on HE (492D). If φφφ = 〈φe〉e∈E and ψψψ = 〈ψe〉e∈E belong to
HE and ρ(φφφ,ψψψ) ≤ r

m , then {e : φeψ
−1
e is not the identity} has at most r members, and φφφψψψ−1 ∈ U , that is,

φφφ ∈ Uψψψ. So if W ⊆ HE is such that λW ≥ 1
2 ,

λ(UW ) ≥ λ{φφφ : ρ(φφφ,W ) ≤
r

m
} ≥ 1− 2 exp(−m(

r

m
)2)

(492Ea)

≥ 1− ǫ

by the choice of m and r. Transferring this to G, remembering that θE : HE → G is an injective homomor-
phism, we get

ν(V F ) = λθ−1
E [V F ] ≥ λ(Uθ−1

E [F ]) ≥ 1− ǫ

whenever F ⊆ G and νF ≥ 1
2 . So ν satisfies the first condition of 493C.

(v) As ǫ, V , I and A were arbitrary, 493C tells us that G is extremely amenable. This completes the
proof.

494K Lemma Let (A, µ̄) be a totally finite measure algebra, and give Autµ̄A its weak topology. Let G
be a subgroup of Autµ̄A with fixed-point subalgebra C, and suppose that G = {π : π ∈ Autµ̄A, πc = c for
every c ∈ C}. Then G is amenable, and if every atom of A belongs to C, then G is extremely amenable.

proof (a) We need the structure theorems of §333; the final one 333R is the best adapted to our purposes
here. I repeat some of the special notation used in that theorem. For n ∈ N, set Bn = P(n+ 1) and let ν̄n
be the uniform probability measure on n+1, so that Bn has n+1 atoms of the same measure; for an infinite
cardinal κ, let (Bκ, ν̄κ) be the measure algebra of the usual measure on {0, 1}κ. Then 333R tells us that
there are a partition of unity 〈ci〉i∈I in C, where I is a countable set of cardinals, and a measure-preserving
isomorphism θ : A → A′ =

∏
i∈I Cci⊗̂Bi such that θc = 〈(c ∩ ci) ⊗ 1〉i∈I for every c ∈ C. In particular, for

any i ∈ I,

(θci)(j) = ci ⊗ 1 if j = i,

= 0 otherwise,

that is, θ[Aci ] is just the principal ideal of A′ corresponding to the factor Cci⊗̂Bi. Thus we have an
isomorphism θi : Aci → Cci⊗̂Bi such that θic = c⊗ 1 for every c ∈ Cci .

(b) For each i ∈ I, set Hi = {π↾Aci : π ∈ G}. Because πci = ci for every π ∈ G, Hi is a subgroup of
AutAci , and π 7→ π↾Aci is a group homomorphism from G to Hi. Set Θ(π) = 〈π↾Aci〉i∈I for π ∈ G. Then
Θ : G→

∏
i∈I Hi is a group homomorphism. Because 〈ci〉i∈I is a partition of unity in A, Θ is injective. In

the other direction, suppose that φφφ = 〈φi〉i∈I is such that every φi is a measure-preserving automorphism
of Aci and φic = c for every c ∈ Cci . Then we have a π ∈ Autµ̄A such that πa = φia whenever i ∈ I and
a ⊆ ci; it is easy to check that π ∈ G and now Θ(π) = φφφ. Thus

Hi = {φ : φ ∈ AutAci is measure-preserving, φc = c for every c ∈ Cci}

for each i, and Θ is a group isomorphism between G and
∏
i∈I Hi.

(c) As in part (b) of the proof of 494J, the next step is to confirm that Θ is a homeomorphism for the
weak topologies. The argument is very similar.
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(i) If U is a neighbourhood of the identity in G, then there are a finite set K ⊆ A and an ǫ > 0
such that U includes {π : π ∈ G, µ̄(a△ πa) ≤ 2ǫ for every a ∈ K}. Let J ⊆ I be a finite set such that∑
i∈I\J µ̄ci ≤ ǫ, and set

V = {〈φi〉i∈I : φi ∈ Hi for every i ∈ I,

µ̄((a ∩ ci) △ φi(a ∩ ci)) ≤
ǫ

1+#(J)
for every i ∈ J and a ∈ K}.

Then V is a neighbourhood of the identity in
∏
i∈I Hi. If φφφ = 〈φi〉i∈I belongs to V , and π = Θ−1(φφφ), then,

for a ∈ K,

µ̄(a△ πa) =
∑

i∈I

µ̄((a ∩ ci) △ π(a ∩ ci)) =
∑

i∈I

µ̄((a ∩ ci) △ φi(a ∩ ci))

≤
∑

i∈J

µ̄((a ∩ ci) △ φi(a ∩ ci)) +
∑

i∈I\J

µ̄ci ≤
ǫ#(J)

#(J)+1
+ ǫ ≤ 2ǫ,

and π ∈ U . As U is arbitrary, Θ−1 is continuous.

(ii) If V is a neighbourhood of the identity in
∏
i∈I Hi, then there are a finite J ⊆ I, finite sets Kj ⊆ Acj

for j ∈ J , and an ǫ > 0 such that φφφ = 〈φi〉i∈I belongs to V if φφφ ∈
∏
i∈I Hi and µ̄(a△ φja) ≤ ǫ whenever

j ∈ J and a ∈ Kj . In this case.

U = {π : π ∈ G, µ̄(a△ πa) ≤ ǫ whenever a ∈
⋃
j∈J Kj}

is a neighbourhood of the identity in G, and Θ(π) ∈ V whenever π ∈ U . As V is arbitrary, Θ is continuous.

(d) Now observe that under the isomorphism θi the group Hi corresponds to the group of measure-
preserving automorphisms of Cci⊗̂Bi fixing c ⊗ 1 for every c ∈ Cci . By 494J, Hi is amenable. By (b)-(c)
and 449Ce, G is amenable.

(e) Finally, suppose that every atom of A belongs to C, and look more closely at the algebras Cci⊗̂Bi

and the groups Hi. If i ∈ I is an infinite cardinal, then Bi is homogeneous and 494J tells us that Hi is
extremely amenable. If 0 ∈ I, then B0 = {0, 1} and Cc0⊗̂B0 is isomorphic to Cc0 ; in this case, H0 consists
of the identity alone, and is surely extremely amenable. If i ∈ I is finite and not 0, then Bi is finite; and
also Cci is atomless. PPP??? If c ∈ Cci is an atom, take an atom b of Bi; then c⊗ b is an atom of Cci⊗̂Bi, and
θ−1(c⊗ b) is an atom of A not belonging to C. XXXQQQ So in this case again, 494J tells us that Hi is extremely
amenable. Thus G is isomorphic to a product of extremely amenable groups and is extremely amenable
(493Bd).

494L Theorem Let (A, µ̄) be a measure algebra and G a full subgroup of Autµ̄A, with the topology
induced by the weak topology of Autµ̄A. Then G is amenable. If every atom of A with finite measure
belongs to the fixed-point subalgebra of G, then G is extremely amenable.

proof (a) To begin with, suppose that (A, µ̄) is totally finite. Let C be the fixed-point subalgebra of G, and
G′ ⊇ G the subgroup {π : π ∈ Autµ̄A, πc = c for every c ∈ C}. Then G is dense in G′, by 494Ge. C is of
course the fixed-point subalgebra of G′, so G′ is amenable (494K) and G is amenable (449F(a-ii)). If every
atom of A belongs to C, then G′ and G are extremely amenable, by 494K and 493Bf.

(b) Now for the general case.

(i) For each a ∈ Af , set

Ga = {π : π ∈ G, π is supported by a}, Ha = {π↾Aa : π ∈ Ga}.

Then Ha is a full subgroup of Autµ̄↾Aa
Aa (494Ha), and is isomorphic to Ga; moreover, the isomorphism is

a homeomorphism for the weak topologies. PPP Set θ(π) = π↾Aa for π ∈ Ga. (α) If V is a neighbourhood of
the identity in Ha, let δ > 0 and K ∈ [Aa]<ω be such that

V ⊇ {φ : φ ∈ Ha, µ̄(b△ φb) ≤ δ for every b ∈ K};

then

D.H.Fremlin



66 Further topics 494L

U = {π : π ∈ Ga, µ̄(b△ πb) ≤ δ for every b ∈ K}

is a neighbourhood of the identity in Ga, and θ(π) ∈ V for every π ∈ U . So θ is continuous. (β) If U is a
neighbourhood of the identity in Ga, let δ > 0 and K ∈ [A]<ω be such that

U ⊇ {π : π ∈ Ga, µ̄(b△ πb) ≤ δ for every b ∈ K};

then

V = {φ : φ ∈ Ga, µ̄((b ∩ a) △ φ(b ∩ a)) ≤ δ for every b ∈ K}

is a neighbourhood of the identity in Ga, and θ−1(φ) ∈ U for every φ ∈ V , because

θ−1(φ)(b) = φ(b ∩ a) ∪ (b \ a), b△ θ−1(φ)(b) = (b ∩ a) △ φ(b ∩ a)

for every φ ∈ Ga and b ∈ A. Thus θ−1 is continuous. QQQ
By (a), Ha, and therefore Ga, is amenable.

(ii) H =
⋃
a∈Af Ga is dense in G. PPP If π ∈ G, a0, . . . , an ∈ Af and ǫ > 0, set a = supi≤n ai and

b = a ∪ πa. Then there is a φ ∈ G such that φ agrees with π on Aa and φ is supported by b (494Ga). In
this case, φ ∈ Gb and µ̄(πai △ φai) = 0 ≤ ǫ for every i ≤ n. QQQ

Since 〈Ga〉a∈Af is upwards-directed, and every Ga is amenable, G is amenable (449Cb).

(iii) If every atom of A of finite measure is fixed under the action of G, then every atom of Aa is fixed
under the action of Ha, for every a ∈ Af . So every Ha and every Ga is extremely amenable, and G is
extremely amenable, by 493Bb.

494M Lemma Let A be a Boolean algebra, G a full subgroup of AutA, and V ⊆ G a symmetric set.
Let ∼G be the orbit equivalence relation on A induced by the action of G, so that a ∼G b iff there is a φ ∈ G
such that φa = b. Suppose that a ∈ A and π, π′ ∈ G are such that

π = (
←−−
b π c) and π′ = (

←−−−
b′ π′ c′) are exchanging involutions supported by a,

b ∼G b′ and a \ (b ∪ c) ∼G a \ (b′ ∪ c′),
π ∈ V ,
whenever φ ∈ G is supported by a there is a ψ ∈ V agreeing with φ on Aa.

Then π′ ∈ V 3.

proof (a) There is a φ ∈ G, supported by a, such that φπ′ = πφ. PPP We know that there are φ0, φ1 ∈ G
such that φ0(a \ (b′ ∪ c′)) = a \ (b ∪ c) and φ1b

′ = b. Set φ2 = πφ1π
′; then φ2 ∈ G, πφ2 = φ1π

′, φ2π
′ = πφ1

and φ2c
′ = c. Because (a \ (b′ ∪ c′), b′, c′, 1 \ a) and (a \ (b ∪ c), b, c, 1 \ a) are partitions of unity in A, there is

a φ ∈ AutA such that

φd = φ0d if d ⊆ a \ (b′ ∪ c′),

= φ1d if d ⊆ b′,

= φ2d if d ⊆ c′,

= d if d ⊆ 1 \ a

(381C once more); because G is full, φ ∈ G. Of course φ is supported by a. Now

φπ′d = φd = πφd if d ⊆ a \ (b′ ∪ c′)

(because φd = φ0d is disjoint from b ∪ c),

= φ2π
′d = πφ1d = πφd if d ⊆ b′,

= φ1π
′d = πφ2d = πφd if d ⊆ c′,

= φd = d = πφd if d ⊆ 1 \ a.

So φπ′ = πφ. QQQ

(b) By our hypothesis, there is a ψ ∈ V agreeing with φ on Aa. In this case,
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ψπ′d = φπ′d = πφd = πψd if d ⊆ a,

= ψd = πψd if d ⊆ 1 \ a.

So ψπ′ = πψ and

π′ = ψ−1πψ ∈ V 3

because V is symmetric and π, ψ ∈ V .

494N Lemma Let (A, µ̄) be a probability algebra and G ⊆ Autµ̄A a full subgroup with fixed-point
subalgebra C. Suppose that A is relatively atomless over C. For a ∈ A, let ua ∈ L

∞(C) be the conditional
expectation of χa on C, and let Ga be {π : π ∈ G is supported by a}. Suppose that a ⊆ e in A and V ⊆ G
are such that

V is symmetric, that is, V = V −1,
for every φ ∈ Ge there is a ψ ∈ V such that φ and ψ agree on Ae,
there is an involution in V with support a,
ua ≤

2
3ue.

Then Ga ⊆ V
18 = {π1 . . . π18 : π1, . . . , π18 ∈ V }.

proof (a)(i) Note that 494Gb, in the language of conditional expectations, tells us that if b, c ∈ A then
b ∼G c in the notation of 494M iff ub = uc. Similarly, 494Gd tells us that if 〈bi〉i∈I and 〈ci〉i∈I are disjoint
families in A and ubi = uci for every i ∈ I, there is a π ∈ G such that πbi = ci for every i.

(ii) It follows that every non-zero b ∈ A is the support of an involution in G. PPP Because A is relatively
atomless over C, there is a c ⊆ b such that uc = 1

2ub (494Ad); now there is a φ ∈ G such that φc = b \ c, and

π = (
←−−−−
c φ b \ c) is an involution, belonging to G (381Sd once more), with support b. QQQ

(b) If π′ ∈ G is an involution with support a′ ⊆ e and ua′ = ua, then π′ ∈ V 3. PPP Let π0 ∈ V be an
involution with support a. Because A is Dedekind complete, π0 is an exchanging involution (382Fa); express

it as (
←−−−−
b0 π0

c0) and π′ as (
←−−−
b′ π′ c′). Because πb0 = c0, ub0 = uc0 , while ub0 + uc0 = ub0∪c0 = ua; so ub0 = 1

2ua.

Similarly, ub′ = 1
2ua′ = ub0 . On the other hand,

ue\a = ue − ua = ue − ua′ = ue\a′

and e \ a ∼G e \ a′. So the conditions of 494M are satisfied and π′ ∈ V 3. QQQ

(c) Now suppose that π is any involution in G with support included in a. Then π ∈ V 6. PPP Let b, c be

such that π = (
←−−
b π c). Once again,

ub = uc ≤
1

2
ua, ue\a = ue − ua ≥

1

2
ua,

so we can find d ⊆ e \ a such that ud = uc, while there is also a b1 ⊆ b such that ub1 = 1
2ub. Set

c1 = πb1, b2 = b \ b1, c2 = πb2, π1 = (
←−−−
b1 π c1), π2 = (

←−−−
b2 π c2);

then π1 and π2 are involutions, with supports b1 ∪ c1 and b2 ∪ c2 respectively, belonging to G and such
that π = π1π2. Next, (a-iii) tells us that there are involutions π3, π4 ∈ G with supports d and a \ (b ∪ c)
(if a = b ∪ c, set π4 = ι). Since π1, π2, π3 and π4 have disjoint supports, they commute (381Ef). Con-
sequently π1π3π4, π2π3π4 are involutions, belonging to G, with supports a1 = b1 ∪ c1 ∪ (a \ (b ∪ c)) ∪ d,
a2 = b2 ∪ c2 ∪ (a \ (b ∪ c)) ∪ d respectively. But now observe that

ua1 = ub1 + uc1 + ua − ub − uc + ud = ub + ua − ub = ua,

and similarly ua2 = ua. By (b), both π1π3π4 and π2π3π4 belong to V 3. But this means that

π = π1π2 = π1π2π
2
3π

2
4 = π1π3π4π2π3π4

belongs to V 6, as claimed. QQQ

(d) By 382N, every member of Ga is expressible as the product of at most three involutions belonging
to Ga, so belongs to V 18.
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494O Theorem (Kittrell & Tsankov 09) Suppose that (A, µ̄) is an atomless probability algebra
and G ⊆ Autµ̄A is a full ergodic subgroup (definition: 395Ge), with the topology induced by the uniform
topology of Autµ̄A.

(a) If V ⊆ G is symmetric and G can be covered by countably many left translates of V in G, then
V 38 = {π1π2 . . . π38 : π1, . . . , π38 ∈ V } is a neighbourhood of the identity in G.

(b) If H is a topological group such that for every neighbourhood W of the identity in H there is a
countable set D ⊆ H such that H = DW , and θ : G→ H is a group homomorphism, then θ is continuous.

proof (a)(i) Let 〈ψn〉n∈N be a sequence in G such that G =
⋃
n∈N

ψnV . It may help if I note straight away

that ι ∈ V 2. PPP There is an n ∈ N such that ι ∈ ψnV , that is, ψ−1
n ∈ V ; as V is symmetric, ψn ∈ V and

ι = ψnψ
−1
n belongs to V 2. QQQ

(ii) As before, set Ga = {π : π ∈ G, π is supported by a} for a ∈ A. Now there is a non-zero e ∈ A

such that for every π ∈ Ge there is a φ ∈ V 2 agreeing with π on Ae. PPP Because A is atomless, there is a
disjoint sequence 〈bn〉n∈N in A \ {0}. ??? Suppose, if possible, that for every n ∈ N there is a πn ∈ Gbn such
that there is no φ ∈ V 2 agreeing with πn on Abn . If n ∈ N, then V 2 = (ψnV )−1ψnV and πn = ι−1πn, so
there must be a π′

n ∈ Gbn , either ι or πn, not agreeing with φ on Abn for any φ ∈ ψnV . Define ψ ∈ Autµ̄A
by the formula

ψd = π′
nd if n ∈ N and d ⊆ bn,

= d if d ∩ sup
n∈N

bn = 0.

Because G is full, ψ ∈ G and there is an m ∈ N such that ψ ∈ ψmV . But now π′
m agrees with ψ on Abm ,

contrary to the choice of π′
m. XXX So one of the bn will serve for e. QQQ

(iii) There is an involution π ∈ V 2, supported by e, such that µ̄(suppπ) ≤ 2
3 µ̄e. PPP Take disjoint b,

b′ ⊆ e such that µ̄b = µ̄b′ = 1
2 µ̄e. Because G is full and ergodic, there is a φ ∈ G such that φb = b′. (By

395Gf, the fixed-point subalgebra of G is {0, 1}, so we can apply 494Gc.) For every d ∈ Ab, set φd = (
←−−−
d φ φd).

Because G is full, φd ∈ G. Observe that

φcφd = φc\dφc∩dφc∩dφd\c = φc\dφd\c = φc△d

for all c, d ⊆ b. Set An = {d : d ∈ Ab, φd ∈ ψnV } for each n ∈ N. Since Ab is complete under its measure
metric, there is an n ∈ N such that An is non-meager; because A is atomless, Ab has no isolated points; so
there are d0, d1 ∈ An such that 0 < µ̄(d0 △ d1) ≤ 1

3 µ̄e. Set d = d0 △ d1. Then

φd = φd0φd1 = φ−1
d0
φd1 ∈ V

−1ψ−1
n ψnV = V 2,

and we can take φd for π. QQQ

(iv) Taking a = suppπ in (iv), a and e satisfy the conditions of 494N with respect to V 2 and C = {0, 1},
so Ga ⊆ (V 2)18 = V 36.

(v) Finally, there is a δ > 0 such that, in the language of 494C, G ∩ U(1, δ) ⊆ V 38. PPP??? Otherwise,
we can find for each n ∈ N a πn ∈ G ∩ U(1, 2−n−1µ̄a) \ V 38. Set π′

n = ψnπnψ
−1
n , bn = suppπ′

n; then
µ̄bn = µ̄(suppπn) ≤ 2−n−1µ̄a for each n (381Gd). So b = supn∈N bn has measure at most µ̄a, and there is
a φ ∈ G such that φb ⊆ a. In this case, there is an n ∈ N such that φ−1 ∈ ψnV , that is, φψn ∈ V

−1 = V .
Now π = φψnπnψ

−1
n φ−1 has support φbn ⊆ a, so belongs to V 36. But this means that πn = ψ−1

n φ−1πφψn
belongs to V 38, contrary to the choice of πn. XXXQQQ

So V 38 is a neighbourhood of ι in G, as claimed.

(b) Let W be a neighbourhood of the identity in H. Then there is a symmetric neighbourhood W1 of
the identity in H such that W 38

1 ⊆ W . Set V = θ−1[W1]. Let W2 be a neighbourhood of the identity in
H such that W−1

2 W2 ⊆ W1, and 〈yn〉n∈N a sequence in H such that H =
⋃
n∈N

ynW2. For each n ∈ N,
choose ψn ∈ G such that θ(ψn) ∈ ynW2 whenever θ[G] meets ynW2. If π ∈ G, there is an n ∈ N such that
θ(π) ∈ ynW2; in this case, θ(ψn) ∈ ynW2, so

θ(ψ−1
n π) ∈W−1

2 y−1
n ynW2 ⊆W1

and ψ−1
n π ∈ V . Thus π ∈ ψnV ; as π is arbitrary, G =

⋃
n∈N

ψnV . By (a), V 38 is a neighbourhood of ι; but

V 38 ⊆ θ−1[W 38
1 ] ⊆ θ−1[W ], so θ−1[W ] is a neighbourhood of ι. As W is arbitrary, θ is continuous (4A5Fa).
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494P Remark Note that if a topological group H is either Lindelöf or ccc, it satisfies the condition
of (b) above. PPP Let W be an open neighbourhood of the identity in H. (α) If H is Lindelöf, the result
follows immediately from the fact that {yW : y ∈ H} is an open cover of H. (β) If H is ccc, let W1

be an open neighbourhood of the identity such that W1W
−1
1 ⊆ W , and D ⊆ H a maximal set such that

〈yW1〉y∈D is disjoint. Then D is countable. If x ∈ H, there is a y ∈ D such that xW1 ∩ yW1 6= ∅, that is,

x ∈ yW1W
−1
1 ⊆ yW ; thus H = DW . QQQ See also 494Yh.

494Q Some of the same ideas lead to an interesting group-theoretic property of the automorphism
groups here.

Theorem (see Droste Holland & Ulbrich 08) Let (A, µ̄) be a probability algebra and G a full subgroup
of Autµ̄A such that A is relatively atomless over the fixed-point subalgebra C of G. Let 〈Vn〉n∈N be a non-
decreasing sequence of subsets of G such that V 2

n ⊆ Vn+1 for every n and G =
⋃
n∈N

Vn. Then there is an
n ∈ N such that G = Vn.

proof (a) For the time being (down to the end of (e) below), suppose that every Vn is symmetric. As in
494N, for each a ∈ A write ua for the conditional expectation of χa on C, and set Ga = {π : π ∈ G, π is
supported by a}.

(b) There are an α1 > 0, an a1 ∈ A and an n0 ∈ N such that ua1 = α1χ1 and for every π ∈ Ga1 there is a
φ ∈ Vn0

agreeing with π on Aa1 . PPP??? Otherwise, because A is relatively atomless, we can choose inductively
a disjoint sequence 〈bn〉n∈N in A such that ubn = 2−n−1χ1 for each n (use 494Ad). For each n ∈ N there
must be a πn ∈ Gbn such that there is no φ ∈ Vn agreeing with πn on Abn . Because G is full, there is a
φ ∈ G agreeing with πn on Abn for every n. But now φ /∈

⋃
n∈N

Vn = G. XXXQQQ

(c) There is an a0 ⊆ a1 such that ua0 = 2
3α1χ1 and there is an involution π ∈ G with support a0. PPP

Take disjoint a, a′ ⊆ a1 such that ua = ua′ = 1
3α1χ1 (494Ad again). Set a0 = a ∪ a′, so that ua0 = 2

3α1χ1.

There is a φ ∈ G such that φa = a′, and π = (
←−−
a φ a

′) is an involution in G with support a0. QQQ Let n1 ≥ n0
be such that π ∈ Vn1

.

(d) By 494N, Ga0 ⊆ V
18
n1
⊆ Vn1+5. Taking k ≥

3

α1

, 494Ad once more gives us a disjoint family 〈di〉i<k in

A such that udi = 1
kχ1 for every i < k; since

∑k−1
i=0 µ̄di = 1, 〈di〉i<k is a partition of unity, while udi ≤

1
3α1χ1

for every i. For i, j < k, let φij ∈ G be such that φij(di ∪ dj) ⊆ a0 (494Gc). Let n2 ≥ n1 + 5 be such that

φij ∈ Vn2
for all i, j < k. Then any involution in G belongs to V 3k2

n2
. PPP Let π ∈ G be an involution; by

382Fa again, we can express it as (
←−−
e π e

′). For i, j < k, set eij = e ∩ di ∩ πdj , e′ij = πeij = e′ ∩ πdi ∩ dj ; set

πij = (
←−−−−
eij π e

′
ij). In this case, because all the eij and e′ij are disjoint, 〈πij〉i,j<k is a commuting family, and

we can talk of
∏
i,j<k πij , which of course is equal to π. Now, for each i, j < k,

φijπijφ
−1
ij = (

←−−−−−−−−−−−−−−
φijeij φijπφ

−1
ij
φije

′
ij)

(381Sb) belongs to Ga0 ⊆ Vn1+5 ⊆ Vn2
. So

πij = φ−1
ij φijπijφ

−1
ij φij

belongs to V 3
n2

and π =
∏
i,j<k πij belongs to V 3k2

n2
. QQQ

(e) Since, by 382N again, every member of G is expressible as a product of at most three involutions

belonging to G, G ⊆ V 9k2

n2
⊆ Vn, where n = n2 + ⌈log2(9k2)⌉.

(f) This completes the proof on the assumption that every Vn is symmetric. For the general case, set
Wn = Vn ∩ V

−1
n for every n. Then 〈Wn〉n∈N is a non-decreasing sequence of symmetric sets with union G,

and

W 2
n ⊆ V

2
n ∩ V

−2
n = V 2

n ∩ (V 2
n )−1 ⊆ Vn+1 ∩ V

−1
n+1 = Wn+1

for every n, so there is an n ∈ N such that G = Wn = Vn.
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494R There are many alternative versions of 494Q; see, for instance, 494Xm. Rather than attempt a
portmanteau result to cover them all, I give one which can be applied to the measure algebra of Lebesgue
measure on R and indicates some of the new techniques required.

Theorem Let (A, µ̄) be an atomless localizable measure algebra, and G a full ergodic subgroup of Autµ̄A.
Let 〈Vn〉n∈N be a non-decreasing sequence of subsets of G, covering G, with V 2

n ⊆ Vn+1 for every n. Then
there is an n ∈ N such that G = Vn.

proof (a) My aim is to mimic the proof of 494Q. We have a simplification because G is ergodic, but 494M
will be applied in a different way. As before, it will be enough to consider the case in which every Vn is
symmetric; as before, I will write Ga for {π : π ∈ G, π is supported by a}.

Because G is ergodic, A must be quasi-homogeneous (374G); as it is also atomless, there is an infinite
cardinal κ such that Aa is homogeneous, with Maharam type κ, for every a ∈ Af \ {0} (374H). If (A, µ̄)
is totally finite, then the result is immediate from 494Q, normalizing the measure if necessary. So I will
assume that (A, µ̄) is not totally finite. In this case, the orbits of G can be described in terms of ‘magnitude’
(332Ga). If a ∈ Af , mag a = µ̄a; otherwise, mag a is the cellularity of Aa, and there will be a disjoint family
in Aa of this cardinality (332F). Set λ = mag 1 ≥ ω; then whenever a ∈ A and mag a = λ, there is a partition
of unity 〈an〉n∈N in Aa such that mag an = λ for every n.

(b) The key fact, corresponding to 494Gd, is as follows: if 〈ai〉i∈I and 〈bi〉i∈I are partitions of unity in
A such that mag ai = mag bi for every i ∈ I, then there is a φ ∈ G such that φai = bi for every i ∈ I.

PPP(i) Consider first the case in which all the ai, bi have finite measure. In this case, let 〈(cj , πj , dj)〉j∈J
be a maximal family such that

—– 〈cj〉j∈J is a disjoint family in Af \ {0},
—– 〈dj〉j∈J is a disjoint family in A,

—– for every j ∈ J , πj ∈ G, πjcj = dj and there is an i ∈ I such that cj ⊆ ai and dj ⊆ bi.

Set a = 1 \ supj∈J cj and b = 1 \ supj∈J dj . ??? If a 6= 0, there is an i ∈ I such that a ∩ ai 6= 0. In this case,

∑

j∈J

µ̄(bi ∩ dj) =
∑

j∈J,dj ⊆bi

µ̄dj =
∑

j∈J,dj ⊆bi

µ̄π−1
j dj

=
∑

j∈J,cj ⊆ai

µ̄cj < µ̄ai = µ̄bi,

and b ∩ bi 6= 0. Because G is ergodic, there is a π ∈ G such that π(a ∩ ai) ∩ (b ∩ bi) 6= 0. Setting d =
a ∩ ai ∩ π−1(b ∩ bi), we ought to have added (d, π, πd) to 〈(cj , πj , dj)〉j∈J . XXX

Thus a = 0; similarly, b = 0 and 〈cj〉j∈J , 〈dj〉j∈J are partitions of unity in A. Because A is Dedekind
complete, there is a φ ∈ AutA such that φd = πjd whenever j ∈ J and d ⊆ cj , and now φ ∈ G and φai = bi
for every i ∈ I.

(ii) For the general case, refine the partitions 〈ai〉i∈I and 〈bi〉i∈I as follows. For each i ∈ I, if µ̄ai = µ̄bi
is finite, take λi = 1, ci0 = ai and di0 = bi; otherwise, take λi = mag ai = mag bi, and let 〈ciξ〉ξ<λi

, 〈diξ〉ξ<λi

be partitions of unity in Aai , Abi respectively with µ̄ciξ = µ̄diξ = 1 for every ξ < λi (332I). Now (i) tells us
that there is a φ ∈ G such that φciξ = diξ whenever i ∈ I and ξ < λi, in which case φai will be equal to bi
for every i ∈ I. QQQ

(c) There are an a1 ∈ A and an n0 ∈ N such that mag a1 = mag(1 \ a1) = λ and whenever π ∈ Ga1 there
is a φ ∈ Vn0

agreeing with π on Aa1 . PPP??? Otherwise, let 〈bn〉n∈N be a partition of unity in A such that
mag bn = λ for every n. For each n ∈ N there must be a πn ∈ Gbn such that there is no φ ∈ Vn agreeing with
πn on Abn . Now there is a φ ∈ G agreeing with πn on Abn for every n. But in this case φ /∈

⋃
n∈N

Vn = G.
XXXQQQ

(d) There is an a0 ⊆ a1 such that mag a0 = mag(a1 \ a0) = λ and there is an involution π0 ∈ G with
support a0. PPP Take disjoint a, a′, a′′ ⊆ a1 all of magnitude λ; by (b), there is a φ ∈ G such that φa = a′, and

π0 = (
←−−
a φ a

′) is an involution with support a0 = a ∪ a′ of magnitude λ, while a1 \ a0 ⊇ a′′ also has magnitude
λ. QQQ Let n1 ≥ n0 be such that π0 ∈ Vn1

.
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(e) If π ∈ G is an involution with support b1 ⊆ a1 and mag b1 = mag(a1 \ b1) = λ, then π ∈ V 3
n1

. PPP

Express π0 and π as (
←−−−
a π0

a′) and (
←−−
b π b

′) respectively, and set ã = a1 \ (a ∪ a′), b̃ = a1 \ b1; then a, a′, b, b′,

ã and b̃ must all have magnitude λ. By (b), there is a φ0 ∈ G such that

φ0b = a, φ0b
′ = a′, φ0b̃ = ã, φ0(1 \ a1) = 1 \ a1.

In particular, a ∼G b and ã ∼G b̃, in the language of 494M, and (c) tells us that the final hypothesis of 494M
is satisfied; so π ∈ V 3

n1
. QQQ

(f) Now suppose that π is any involution in Ga0 . Then π ∈ V 6
n1

. PPP Let b, b′ be such that π = (
←−−
b π b

′).
Next take disjoint c, c′ ⊆ a1 \ a0 such that mag c = mag c′ = mag(a1 \ (a0 ∪ c ∪ c′)) = λ. Then there there is
an involution π′ ∈ G exchanging c and c′, and π′, ππ′ are both involutions in Ga1 satisfying the conditions
of (e). So both belong to V 3

n1
and π = ππ′π′ ∈ V 6

n1
. QQQ

(g) Set d0 = a0, d1 = a1 \ a0 and d2 = 1 \ a1. Then d0, d1 and d2 all have magnitude λ, so for all i, j < 3
there is a φij ∈ G such that φij(di ∪ dj) = d0. Let n2 ≥ n1 + 3 be such that φij ∈ Vn2

for all i, j < 3. Then

any involution in G belongs to V 27
n2

. PPP Let π ∈ G be an involution; express it as (
←−−
e π e

′). For i, j < 3, set

eij = e ∩ di ∩ πdj , e′ij = πeij = e′ ∩ πdi ∩ dj ; set πij = (
←−−−−
eij π e

′
ij). In this case, because all the eij and e′ij are

disjoint, 〈πij〉i,j<3 is a commuting family, and we can talk of
∏
i,j<3 πij , which of course is equal to π. Now,

for each pair i, j < 3,

φijπijφ
−1
ij = (

←−−−−−−−−−−−−−−
φijeij φijπφ

−1
ij
φije

′
ij)

is an involution in Ga0 , so belongs to V 6
n1
⊆ Vn1+3 ⊆ Vn2

. So

πij = φ−1
ij φijπijφ

−1
ij φij

belongs to V 3
n2

and π =
∏
i,j<3 πij belongs to V 27

n2
. QQQ

(h) Since every member of G is expressible as a product of at most three involutions in G (382N once
more), G = V 81

n2
= Vn2+7.

494X Basic exercises (a) Let (A, µ̄) be a semi-finite measure algebra. Show that the natural action of
Autµ̄A on Af identifies Autµ̄A with a subgroup of the isometry group G of Af when Af is given its measure
metric, and that the weak topology on Autµ̄A corresponds to the topology of pointwise convergence on G
as described in 441G.

(b) Let (A, µ̄) be a semi-finite measure algebra. Show that the following are equiveridical: (i) A is purely
atomic and has at most finitely many atoms of any fixed measure; (ii) Autµ̄A is locally compact in its
weak topology; (iii) Autµ̄A is compact in its uniform topology; (iv) Autµ̄A has a Haar measure for its weak
topology.

(c) Let (A, µ̄) be a measure algebra. Show that the weak topology on Autµ̄A is that induced by the
product topology on AA if A is given its measure-algebra topology.

(d) Let (A, µ̄) be a semi-finite measure algebra, G a subgroup of Autµ̄A and G its closure for the weak

topology on Autµ̄A. Show that G is ergodic iff G is ergodic.

(e) Let I be a set, νI the usual measure on {0, 1}I , and (BI , ν̄I) its measure algebra. Let Ψ be the
group of measure space automorphisms g of {0, 1}I for which there is a countable set J ⊆ I such that for
every x ∈ {0, 1}I there is a finite set K ⊆ J such that g(x)(i) = x(i) for every i ∈ I \K. For g ∈ Ψ, let
πg ∈ Autν̄I BI be the corresponding automorphism defined by saying that πg(E

•) = g−1[E]• whenever νI
measures E. (i) Show that G = {πg : g ∈ Ψ} is a full subgroup of Autν̄I BI . (ii) Show that G is ergodic
and dense in Autν̄I BI for the weak topology on Autν̄I BI .

(f) Let (A, µ̄) be the measure algebra of Lebesgue measure on [0, 1], and give Autµ̄A its weak topology.
(i) Show that the entropy function h of 385M is Borel measurable. (Hint : 385Xj.) (ii) Show that the set of
ergodic measure-preserving automorphisms is a dense Gδ set. (Hint : let D ⊆ A be a countable dense set.

Show that π ∈ Autµ̄A is ergodic iff infn∈N ‖
1

n+1

∑n
i=0 χ(πid)− µ̄d · χ1‖1 = 0 for every d ∈ D.)
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(g) Let (A, µ̄) be an atomless semi-finite measure algebra. (i) Show that Autµ̄A is metrizable under its
weak topology iff (A, µ̄) is σ-finite and has countable Maharam type. (ii) Show that Autµ̄A is metrizable
under its uniform topology iff (A, µ̄) is σ-finite.

(h) Let (A, µ̄) be a localizable measure algebra. Show that supp : Autµ̄A → A is continuous for the
uniform topology on Autµ̄A and the measure-algebra topology on A.

(i) Let (A, µ̄) be an atomless homogeneous probability algebra. Show that there is a weakly mixing
measure-preserving automorphism of A which is not mixing. (Hint : 372Yj).

(j) Let (A, µ̄) be a probability algebra, π ∈ Autµ̄A and T the corresponding operator on L2
C

= L2
C

(A, µ̄).
(i) Show that π is not ergodic iff there is a non-zero v ∈ L2

C
such that

∫
v = 0 and Tv = v. (ii) Show that

π is not weakly mixing iff there is a non-zero v ∈ L2
C

such that
∫
v = 0 and Tv is a multiple of v. (iii) Let

(A⊗̂A, λ̄) be the probability algebra free product of (A, µ̄) with itself (definition: 325K), and π̃ ∈ Autλ̄(A⊗̂A)
the automorphism such that π̃(a ⊗ b) = πa ⊗ πb for all a, b ∈ A. Show that π is weakly mixing iff π̃ is
ergodic iff π̃ is weakly mixing. (Hint : consider Tπ̃(v ⊗ v̄).)

(k) Let (A, µ̄) be a measure algebra. For π ∈ Autµ̄A let Tπ be the corresponding operator on L2
C

=
L2
C

(A, µ̄). Show that (π, v) 7→ Tπv : Autµ̄A × L
2
C
→ L2

C
is continuous if Autµ̄A is given its weak topology

and L2
C

its norm topology.

(l) Let (A, µ̄) be an atomless probability algebra; give A its measure metric. Show that the isometry
group of A, with its topology of pointwise convergence, is extremely amenable. (Hint : every isometry of A
is of the form a 7→ c△ πa, where c ∈ A and π ∈ Autµ̄A; now use 493Bc.)

(m) Let A be a homogeneous Dedekind complete Boolean algebra, and 〈Vn〉n∈N a non-decreasing sequence
of subsets of AutA, covering AutA, with V 2

n ⊆ Vn+1 for every n. Show that there is an n ∈ N such that
AutA = Vn.

494Y Further exercises (a) Let (A, µ̄) be a semi-finite measure algebra. For π ∈ Autµ̄A, let Tπ :
L0(A) → L0(A) be the Riesz space automorphism such that Tπ(χa) = χ(πa) for every a ∈ A (364P). Take
any p ∈ [1,∞[ and write Lpµ̄ for Lp(A, µ̄) as defined in 366A. Set Gp = {Tπ↾L

p
µ̄ : π ∈ Autµ̄A}. (i) Show

that π 7→ Tπ↾L
p
µ̄ is a topological group isomorphism between Autµ̄A, with its weak topology, and Gp, with

the strong operator topology from B(Lpµ̄;Lpµ̄) (3A5I). (ii) Show that Gp is closed in B(Lpµ̄;Lpµ̄). (iiI) Show

that if (A, µ̄) is totally finite, then π 7→ Tπ↾L
1
µ̄ is a topological group isomorphism between Autµ̄A, with its

uniform topology, and G1 with the topology of uniform convergence on weakly compact subsets of L1
µ̄.

(b) Let A be any Boolean algebra. For I ⊆ A, set UI = {π : π ∈ AutA, πa = a for every a ∈ I}. (i)
Show that {UI : I ∈ [A]<ω} is a base of neighbourhoods of the identity for a Hausdorff topology on AutA
under which AutA is a topological group. (ii) Show that if A is countable then AutA, with this topology,
is a Polish group.

(c) Let (A, µ̄) be a semi-finite measure algebra. Show that Autµ̄A, with its weak topology, is weakly
α-favourable.

(d) Let µ̄ be counting measure on N. (i) Show that if we identify Autµ̄ PN with the set of permutations
on N, the weak topology of Autµ̄ PN is the topology induced by the usual topology of NN. (ii) Show that
there is a comeager conjugacy class in Autµ̄ PN.

(e) (Rosendal 09) Let (A, µ̄) be the measure algebra of Lebesgue measure on [0, 1], and give Autµ̄A its
weak topology. Let V be a countable base of open neighbourhoods of ι in Autµ̄A. (i) Show that if I ⊆ N is
infinite and V ∈ V, then {π : π ∈ Autµ̄A, πn = ι for some n ∈ I} is dense in Autµ̄A, and that B(I, V ) =
{π : πn ∈ V for some n ∈ I} is dense and open. (ii) Show that if I ⊆ N is infinite then C(I) =

⋂
V ∈V B(I, V )

is comeager, and is a union of conjugacy classes. (iii) Show that
⋂
{C(I) : I ∈ [N]ω} = {ι}. (iv) Show that

every conjugacy class in Autµ̄A is meager.
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(f) Let (A, µ̄) be a measure algebra. Suppose that π ∈ Autµ̄A is aperiodic. Show that the set of
conjugates of π in Autµ̄A is dense for the weak topology on Autµ̄A.

(g) Let (A, µ̄) be a probability algebra. Show that the set of weakly mixing automorphisms, with the
subspace topology inherited from the weak topology of Autµ̄A, is weakly α-favourable.

(h) Let G be a Hausdorff topological group. Show that the following are equiveridical: (i) for every
neighbourhood V of the identity in G there is a countable set D ⊆ G such that G = DV ; (ii) there is a
family 〈Hi〉i∈I of Polish groups such that G is isomorphic, as topological group, to a subgroup of

∏
i∈I Hi.

(i) Let (A, µ̄) be an atomless σ-finite measure algebra, and G a full ergodic subgroup of Autµ̄A. Let
V ⊆ Autµ̄A be a symmetric set such that countably many left translates of V cover Autµ̄A. Show that
V 228 is a neighbourhood of ι for the uniform topology on Autµ̄A.

(j) Let (A, µ̄) be a purely atomic probability algebra with two atoms of measure 2−n−2 for each n ∈ N;
give Autµ̄A its uniform topology. (i) Show that Autµ̄A ∼= ZN

2 is compact, therefore not extremely amenable,
and can be regarded as a linear space over the field Z2. (ii) Show that there is a strictly increasing sequence
of subgroups of Autµ̄A with union Autµ̄A. (iii) Show that there is a subgroup V of Autµ̄A, not open,
such that Autµ̄A is covered by countably many translates of V . (iv) Show that there is a discontinuous
homomorphism from Autµ̄A to a Polish group.

(k) Let A be a Dedekind σ-complete Boolean algebra. Show that it is not the union of a strictly increasing
sequence of subalgebras.

494Z Problems For k ∈ N, say that a topological group G is k-Steinhaus if whenever V ⊆ G is a
symmetric set, containing the identity, such that countably many left translates of V cover G, then V k is a
neighbourhood of the identity. For your favourite groups, determine the smallest k, if any, for which they
are k-Steinhaus. (See Rosendal & Solecki 07.)

494 Notes and comments In 494B-494C I run through properties of the weak and uniform topologies
of Autµ̄A in parallel. The effect is to emphasize their similarities, but they are of course very different –
for instance, consider 494Xg, or the contrast between 494Cg and 494Ge. Both have expressions in terms
of standard topologies on spaces of linear operators (494Ya), and the weak topology corresponds to the
pointwise topology of an isometry group (494Xa). There are other more or less natural topologies which can
be considered (e.g., that of 494Yb), but at present the two examined in this section seem to be the most
important. I spell out 494Be and 494Ci to show that the groups here provide interesting examples of Polish
groups with striking properties.

The formulation of 494D is specifically designed for the application in the proof of 494E(b-ii); the version
in 494Xj(ii) is much closer to the real strength of the idea, and takes us directly to one of the important
reasons for being interested in weakly mixing automorphisms in 494Xj(iii). The proof of 494D through
Bochner’s theorem saves space here, but fails to signal the concept of ‘spectral resolution’ of a unitary
operator on a Hilbert space (Riesz & Sz.-Nagy 55, §109), which is an important tool in understanding
operators Tπ and hence automorphisms π.

While 494H and 494G are of some interest in themselves, their function here is to prepare the way to
494L, 494O and 494Q. The first belongs to the series in §493; like the results in that section, it depends
on concentration-of-measure theorems, quoted in part (e) of the proof of 494I and again in part (e) of the
proof of 494J. In addition, for the generalization from ergodic full groups to arbitrary full groups, we need
the structure theory for closed subalgebras developed in §333.

494O and 494Q-494R break new ground. The former, following Kittrell & Tsankov 09, examines
a curious phenomenon identified by Rosendal & Solecki 07 in the course of a search for automatic-
continuity results. We cannot dispense entirely with the hypotheses that A should be atomless and G
ergodic (494Yj), though perhaps they can be relaxed. Many examples are now known of k-Steinhaus groups
(494O, 494Yi), but as far as I am aware there are no non-trivial cases in which the critical value of k has been
determined (494Z). The automatic-continuity corollary in 494Ob is really a result about homomorphisms
into Polish groups (see 494Yh), but applies in many other cases (494P).
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The phenomenon of 494Q, which we might call a (negative) ‘algebraic cofinality’ result, has attracted
attention with regard to many algebraic structures, starting with Bergman 06. Apart from the variations
of 494Q in 494R and 494Xm, there is a simple example in 494Yk. 494Yj again indicates one of the limits of
the result.

Version of 20.12.08/1.1.19

495 Poisson point processes

A classical challenge in probability theory is to formulate a consistent notion of ‘random set’. Simple
geometric considerations lead us to a variety of measures which are both interesting and important. All
these are manifestly special constructions. Even in the most concrete structures, we have to make choices
which come to seem arbitrary as soon as we are conscious of the many alternatives. There is however
one construction which has a claim to pre-eminence because it is both robust under the transformations
of abstract measure theory and has striking properties when applied to familiar measures (to the point,
indeed, that it is relevant to questions in physics and chemistry). This gives the ‘Poisson point processes’ of
495D-495E. In this section I give a brief introduction to the measure-theoretic aspects of this construction.

495A Poisson distributions We need a little of the elementary theory of Poisson distributions.

(a) The Poisson distribution with parameter γ > 0 is the point-supported Radon probability mea-

sure νγ on R such that νγ{n} =
γn

n!
e−γ for every n ∈ N. (See 285Q and 285Xr.) Its expectation is

∑∞
n=1

γn

(n−1)!
e−γ = γ. Since νγN = 1, νγ can be identified with the corresponding subspace measure on N.

It will be convenient to allow γ = 0, so that the Dirac measure on R or N concentrated at 0 becomes a
‘Poisson distribution with expectation 0’.

(b) The convolution of two Poisson distributions is a Poisson distribution. PPP If α, β > 0 then

(να ∗ νβ)({n}) =

∫
νβ({n} − t)να(dt)

(444A)

=

n∑

i=0

βn−i

(n−i)!
e−β ·

αi

i!
e−α

=
1

n!

n∑

i=0

n!

i!(n−i)!
αiβn−ie−α−β =

(α+β)n

n!
e−α−β

for every n ∈ N, so να ∗ νβ = να+β . QQQ So if f and g are independent random variables with Poisson
distributions then f + g has a Poisson distribution (272T2).

(c) If 〈fi〉i∈I is a countable independent family of random variables with Poisson distributions, and
α =

∑
i∈I E(fi) is finite, then f =

∑
i∈I fi is defined a.e. and has a Poisson distribution with expectation

α. PPP For finite I we can induce on #(I), using (b) (and 272L) for the inductive step. For the infinite
case we can suppose that I = N. In this case fi ≥ 0 a.e. for each i so f =

∑∞
i=0 fi is defined a.e. and has

expectation α, by B.Levi’s theorem. Setting gn =
∑n
i=0 fi for each n, so that gn has a Poisson distribution

with expectation βn =
∑n
i=0 αi, we have

Pr(f ≤ γ) = lim
n→∞

Pr(gn ≤ γ) = lim
n→∞

⌊γ⌋∑

i=0

βi
n

i!
e−βn =

⌊γ⌋∑

i=0

αi

i!
e−α

for every γ ≥ 0, so f has a Poisson distribution with expectation α. QQQ

c© 2003 D. H. Fremlin
2Formerly 272S.
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(d) I find myself repeatedly calling on the simple fact that 1− e−γ(1 + γ) = νγ(N \ {0, 1}) is at most 1
2γ

2

for every γ ≥ 0; this is because d
dt (

1
2 t

2 + e−t(1 + t)) = t(1− e−t) ≥ 0 for t ≥ 0.

495B Theorem Let (X,Σ, µ) be a measure space. Set Σf = {E : E ∈ Σ, µE <∞}. Then for any γ > 0
there are a probability space (Ω,Λ, λ) and a family 〈gE〉E∈Σf of random variables on Ω such that

(i) for every E ∈ Σf , gE has a Poisson distribution with expectation γµE;
(ii) whenever 〈Ei〉i∈I is a disjoint family in Σf , then 〈gEi

〉i∈I is stochastically independent;
(iii) whenever 〈Ei〉i∈N is a disjoint sequence in Σf with union E ∈ Σf , then gE =a.e.

∑∞
i=0 gEi

.

proof (a) Let H ⊆ {H : H ∈ Σ, 0 < µH < ∞} be a maximal family such that H ∩ H ′ is negligible
for all distinct H, H ′ ∈ H. For H ∈ H, let µ′

H be the normalized subspace measure defined by setting
µ′
HE = µE/µH for E ∈ Σ ∩PH, and λH the corresponding product probability measure on HN. Next, for
H ∈ H, let νH be the Poisson distribution with expectation γµH, regarded as a probability measure on N.
Let λ be the product measure on Ω =

∏
H∈H(N×HN), giving each N×HN the product measure νH × λH .

For ω ∈ Ω, write mH(ω), xHj(ω) for its coordinates, so that ω = 〈(mH(ω), 〈xHj(ω)〉j∈N)〉H∈H.

(b) For H ∈ H and E ∈ Σ, set gHE(ω) = #({j : j < mH(ω), xHj(ω) ∈ E}) when this is finite. Then
gHE is measurable and has a Poisson distribution with expectation γµ(H ∩E); moreover, if E0, . . . , Er ∈ Σ
are disjoint, then gHE0

, . . . , gHEr
are independent. PPP It is enough to examine the case in which the Ei

cover X. Then for any n0, . . . , nr ∈ N with sum n,

λ{ω : gHEi
(ω) = ni for every i ≤ r}

= λ{ω : #({j : j < mH(ω), xHj ∈ Ei}) = ni for every i ≤ r}

= λ{ω : mH(ω) = n, #({j : j < n, xHj ∈ Ei}) = ni for every i ≤ r}

=
∑

J0,... ,Jr partition n
#(Ji)=ni for each i≤r

λ{ω : mH(ω) = n, xHj ∈ Ei whenever i ≤ r, j ∈ Ji}

=
∑

J0,... ,Jr partition n
#(Ji)=ni for each i≤r

(γµH)n

n!
e−γµH

r∏

i=0

(µ(H∩Ei)

µH

)ni

=
n!

n0!...nr!

1

n!
e−γµH

r∏

i=0

(γµ(H ∩ Ei))
ni

=

r∏

i=0

(γµ(H∩Ei))ni

ni!
e−γµ(H∩Ei),

which is just what we wanted to know. QQQ
Obviously gHE =

∑∞
i=0 gHEi

whenever 〈Ei〉i∈N is a disjoint sequence in Σ with union E, and gHE = 0
a.e. if µ(H ∩ E) = 0.

(c) Suppose that H0, . . . , Hm ∈ H are distinct and E0, . . . , Er ∈ Σ are disjoint. Then the random
variables gHjEi

are independent. PPP For each j ≤ m, gHjEi
is ΛHj

-measurable, where ΛHj
is the σ-algebra

of subsets of Ω which are measured by λ and determined by the single coordinate Hj in the product∏
H∈H(N×HN). Now the σ-algebras ΛHj

are independent (272Ma). So if we have any family 〈nij〉i≤r,j≤m
in N,

λ{ω : gHjEi
(ω) = nij for every i ≤ r, j ≤ m}

=

m∏

j=0

λ{ω : gHjEi
(ω) = nij for every i ≤ r}

=

m∏

j=0

r∏

i=0

λ{ω : gHjEi
(ω) = nij}
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by (b); and this is what we need to know. QQQ

(d) For E ∈ Σf , set HE = {H : H ∈ H, µ(E ∩ H) > 0}; then HE is countable, because H is almost
disjoint, and µE =

∑
H∈HE

µ(H ∩ E), because H is maximal. Set gE(ω) =
∑
H∈HE

gHE(ω) when this is

finite. Then gE is defined a.e. and has a Poisson distribution with expectation γµE (495Ac). Also 〈gEi
〉i∈I

are independent whenever 〈Ei〉i∈I is a disjoint family in Σf . PPP It is enough to deal with the case of finite
I (272Bb). Set H∗ =

⋃
i∈I HEi

, so that H∗ is countable, and for i ∈ I set g′i =
∑
H∈H∗ gHEi

. Then each
g′i is equal almost everywhere to the corresponding gEi

, and 〈g′i〉i∈I is independent, by 272K. (The point is
that each g′i is Λ∗

i -measurable, where Λ∗
i is the σ-algebra generated by {gHEi

: H ∈ H}, and 272K, with (c)
above, assures us that the Λ∗

i are independent.) It follows at once that 〈gEi
〉i∈I is independent (272H). QQQ

This proves (i) and (ii).

(e) Similarly, if 〈Ei〉i∈N is a disjoint sequence in Σf with union E ∈ Σf , set H∗ = HE ∪
⋃
i∈N
HEi

. For
each i ∈ N, set g′i =

∑
H∈H∗ gHEi

; then g′i =a.e. gEi
. Now

∞∑

i=0

gEi
=a.e.

∞∑

i=0

g′i =
∑

H∈H∗

∞∑

i=0

gHEi
=

∑

H∈H∗

gHE =a.e. gE ,

as required by (iii).

495C Lemma Let X be a set and E a subring of the Boolean algebra PX. Let H be the family of sets
of the form

{S : S ⊆ X, #(S ∩ Ei) = ni for every i ∈ I}

where 〈Ei〉i∈I is a finite disjoint family in E and ni ∈ N for every i ∈ I. Then the Dynkin class T ⊆ P(PX)
generated by H (136A) is the σ-algebra of subsets of PX generated by H.

proof Let Q be the set of functions q from finite subsets of E to N, and for q ∈ Q set

Hq = {S : S ⊆ X, #(S ∩ E) = q(E) for every E ∈ dom q}.

Our family H is just {Hq : q ∈ Q, dom q is disjoint}.
If q ∈ Q and dom q is a subring of E , then Hq ∈ T. PPP Being a finite Boolean ring, dom q is a Boolean

algebra; let A be the set of its atoms. Then Hq is either empty or equal to Hq↾A; in either case it belongs
to T. QQQ

If q is any member of Q, then Hq ∈ T. PPP Let E ′ be the subring of PX generated by dom q. Then
Hq =

⋃
q⊆q′∈Q,dom q′=E′ Hq′ is the union of a countable disjoint family in T, so belongs to T. QQQ

Now observe that H1 = {Hq : q ∈ Q} ∪ {∅} is a subset of T closed under finite intersections, so by
the Monotone Class Theorem (136B) T includes the σ-algebra generated by H1, and must be precisely the
σ-algebra generated by H.

495D Theorem Let (X,Σ, µ) be an atomless measure space. Set Σf = {E : E ∈ Σ, µE < ∞}; for
E ∈ Σf , set fE(S) = #(S ∩ E) when S ⊆ X meets E in a finite set. Let T be the σ-algebra of subsets of
PX generated by sets of the form {S : fE(S) = n} where E ∈ Σf and n ∈ N. Then for any γ > 0 there is a
unique probability measure ν with domain T such that

(i) for every E ∈ Σf , fE is measurable and has a Poisson distribution with expectation γµE;
(ii) whenever 〈Ei〉i∈I is a disjoint family in Σf , then 〈fEi

〉i∈I is stochastically independent.

proof (a) Let H, 〈νH〉H∈H, 〈µH〉H∈H, 〈µ′
H〉H∈H, 〈λH〉H∈H, Ω, λ, 〈HE〉E∈Σf and 〈gE〉E∈Σf be as in the

proof of 495B. Note that all the µ′
H are atomless (234Nf3). Define φ : Ω→ PX by setting

φ(ω) = {xHj(ω) : H ∈ H, j < mH(ω)}

for ω ∈ Ω.

(b) For E ∈ Σf , let AE be the set of those ω ∈ Ω such that

either there are H ∈ H \ HE , j ∈ N such that xHj(ω) ∈ E

3Formerly 234F.
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or there are distinct H, H ′ ∈ HE and j ∈ N such that xHj(ω) ∈ H ′

or there is an H ∈ H such that the xHj(ω), for j ∈ N, are not all distinct.

Then for any sequence 〈Ei〉i∈N in Σf , λ∗(
⋃
i∈N

AEi
) = 0. PPP Set H∗ =

⋃
i∈N
HEi

, so that H∗ is a countable
subset of H. For H ∈ H, set

FH = H \ (
⋃
{Ei : i ∈ N, H ∩ Ei is negligible} ∪

⋃
{H ′ : H ′ ∈ H∗, H ′ 6= H}),

WH = {xxx : xxx ∈ HN is injective},

so that FH is µ′
H -conegligible and WH is λH -conegligible (because µ′

H is atomless, see 254V). Now

Ω \
⋃
k∈N

AEk
⊇

∏
H∈H(N× (WH ∩ F

N

H))

has full outer measure in Ω, by 254Lb, and its complement has zero inner measure (413Ec). QQQ

It follows that there is a probability measure λ̃ on Ω, extending λ, such that λ̃AE = 0 for every E ∈ Σf

(417A). Let ν0 be the image measure λ̃φ−1.

(c) If E ∈ Σf and ω ∈ Ω \ AE , then fE(φ(ω)) = gE(ω) if either is defined. PPP If H ∈ H, then all the
xHj(ω) are distinct; if H ∈ H\HE , no xHj(ω) can belong to E; if H, H ′ ∈ HE are distinct, then no xHj(ω)
can belong to H ′. So all the xHj(ω), xH′k(ω) for H, H ′ ∈ HE and j, k ∈ N must be distinct, and

fE(φ(ω)) = #({xHj(ω) : H ∈ H, j < mH(ω), xHj(ω) ∈ E})

= #({(H, j) : H ∈ HE , j < mH(ω), xHj(ω) ∈ E})

=
∑

H∈HE

gHE(ω) = gE(ω)

if any of these is finite. QQQ It follows at once that if E0, . . . , Er ∈ Σf are disjoint, then {ω : fEi
(φ(ω)) = gEi

(ω)

for every i ≤ r} is λ̃-conegligible, so that if n0, . . . , nr ∈ N then

ν0{S : fEi
(S) = ni for every i ≤ r} = λ̃{ω : fEi

(φ(ω)) = ni for every i ≤ r}

= λ̃{ω : gEi
(ω) = ni for every i ≤ r}

= λ{ω : gEi
(ω) = ni for every i ≤ r}

=

r∏

i=0

(γµEi)ni

ni!
e−γµEi .

Thus every fEi
is finite ν0-a.e., belongs to L

0(ν0) and has a Poisson distribution with the appropriate
expectation, and they are independent.

(d) As T is defined to be the σ-algebra generated by the family {fE : E ∈ Σf}, it is included in the
domain of ν0. Set ν = ν0↾T; then ν has the properties (i) and (ii). To see that it is unique, observe that if
ν ′ also has these properties, then {A : νA = ν ′A} is a Dynkin class containing every set of the form

{S : fEi
(S) = ni for i ≤ r}

where E0, . . . , Er ∈ Σf are disjoint and n0, . . . , nr ∈ N. By 495C it contains the σ-algebra generated by
this family, which is T. So ν and ν ′ agree on T, and are equal.

495E Definition In the context of 495D, I will call the completion of ν the Poisson point process on
X with intensity or density γ.

Note that the Poisson point process on (X,µ) with intensity γ > 0 is identical with the Poisson point
process on (X, γµ) with intensity 1. There would therefore be no real loss of generality in the main theorems
of this section if I spoke only of point processes with intensity 1. I retain the extra parameter because
applications frequently demand it, and the formulae will be more useful with the γs in their proper places;
moreover, there are important ideas associated with variations in γ, as in 495Xe.

495F Proposition Let (X,Σ, µ) be an atomless measure space, 〈Xi〉i∈I a countable partition of X into
measurable sets and γ > 0. Let ν be the Poisson point process of (X,Σ, µ) with intensity γ; for i ∈ I let νi
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be the Poisson point process of (Xi,Σi, µi) with intensity γ, where µi is the subspace measure on Xi and
Σi its domain. For S ⊆ X set φ(S) = 〈S ∩Xi〉i∈I ∈

∏
i∈I PXi. Then φ is an isomorphism between ν and

the product measure λ =
∏
i∈I νi on Z =

∏
i∈I PXi.

proof (a) Because 〈Xi〉i∈I is a partition of X, φ is a bijection.

(b) For E ∈ Σf and S ⊆ X, set fE(S) = #(S ∩ E) if this is finite, ∞ otherwise. As in 495D, take T
to be the σ-algebra of subsets of X generated by {fE : E ∈ Σf}; similarly, take Ti to be the σ-algebra of

subsets of Xi generated by {fF ↾PXi : F ∈ Σfi } for each i ∈ I.

If E ∈ Σf , fE(S) =
∑
i∈I fE∩Xi

(S ∩Xi) for every S ⊆ X. Consequently fE is measurable with respect

to the σ-algebra T′ generated by
⋃
i∈I{fF : F ∈ Σfi }; as T′ ⊆ T and E is arbitrary, T′ = T. Next, the

σ-algebra
⊗̂

i∈ITi ⊆ PZ is generated by the family of subsets of Z of the form

WjFm = {〈Si〉i∈I : Si ⊆ Xi for every i ∈ I, fF (Sj) = m}

with j ∈ I, F ∈ Σfj and m ∈ N. Since

φ−1[WjFm] = {S : S ⊆ X, fF (S) = m} ∈ T.

φ is (T,
⊗̂

i∈ITi)-measurable. On the other hand, the σ-algebra of subsets of PX generated by {φ−1[WjFm] :

j ∈ I, F ∈ Σj , m ∈ N} is T′ = T. So φ is actually an isomorphism between (PX,T) and (Z,
⊗̂

i∈ITi).

(c) I repeat the idea of 495C in a more complex form. This time, let Q be the set of functions from finite
subsets of {E : E ∈ Σf , {i : E ∩Xi 6= ∅} is finite} to N, and for q ∈ Q set

Hq = {S : S ⊆ X, #(S ∩ E) = q(E) for every E ∈ dom q};

let H be

{Hq : q ∈ Q, dom q ⊆
⋃
i∈I Σfi is disjoint},

and T′′ ⊆ P(PX) the Dynkin class generated by H.
If q ∈ Q then Hq ∈ T′′. PPP J =

⋃
E∈dom q{i : E ∩Xi 6= ∅} is finite, and F =

⋃
dom q belongs to Σf and

is included in
⋃
i∈J Xi. Let A be the set of atoms of the subring E generated by dom q ∪ {F ∩Xi : i ∈ J}.

If q′ ∈ Q and dom q′ = E then Hq′ is either empty or equal to Hq′↾A ∈ H. Now

Hq =
⋃
q⊆q′∈Q,dom q′=E Hq′

is the union of a countable disjoint family in T′′, so belongs to T′′. QQQ
Accordingly H1 = {Hq : q ∈ Q} ∪ {∅} is a subset of T′′ closed under finite intersections so T′′ includes

the σ-algebra generated by H1 and is the σ-algebra generated by H.

(d) In (c), if q ∈ Q and dom q ⊆
⋃
i∈I Σfi is disjoint, then λφ[Hq] = νHq. PPP If ∅ ∈ dom q and q(∅) 6= 0

then Hq is empty and we can stop. Otherwise, set A = dom q \ {∅}; then Hq =
⋂
E∈A{S : S ⊆ X,

fE(S) = q(E)}, so

νHq =
∏
E∈A

(γµE)q(E)

q(E)!
e−γµE

because A is disjoint. On the other hand, setting Ai = {E : E ∈ A, E ⊆ Xi} and Hqi = Xi ∩
⋂
E∈Ai

{S :

S ⊆ Xi, fE(S) = q(E)} for i ∈ I, φ[Hq] =
∏
i∈I Hqi and

λφ[Hq] =
∏

i∈I

νiHqi =
∏

i∈I

∏

E∈Ai

(γµE)q(E)

q(E)!
e−γµE

=
∏

E∈A

(γµE)q(E)

q(E)!
e−γµE = νHq. QQQ

(e) Of course {H : H ∈ T, λφ[H] = νH} is a Dynkin class; as it includes H, it includes T′′. But H
contains {S : S ⊆ X, #(S ∩ E) = m} whenever E ∈ Σf is included in some Xi and m ∈ N. Because I is
countable and T′′ is a σ-algebra, {S : S ⊆ X, #(S ∩ E) = m} belongs to T′′ whenever E ∈ Σf and m ∈ N,
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just because fE(S) =
∑
i∈I fE∩Xi

(S) is a countable sum of T′′-measurable functions. But now we see that

T′′ = T and φ is an isomorphism between (PX,T, ν↾T) and (Z, λ, λ↾
⊗̂

i∈ITi).

(f) Finally, ν was defined as the completion of ν↾T, while λ is the completion of λ↾
⊗̂

i∈ITi because νi is
always the completion of ν↾Ti. So φ is an isomorphism between (PX, ν) and (Z, λ), as required.

495G Proposition Let (X,Σ, µ) be a perfect atomless measure space, and γ > 0. Then the Poisson
point process on X with intensity γ is a perfect probability measure.

proof I refer to the construction in 495B-495D. In (b) of the proof of 495D, use the construction set out in

the proof of 417A, so that the domain Λ̃ of λ̃ is precisely the family of sets of the form W△A where W belongs
to the domain Λ of the product measure λ and A belongs to the σ-ideal A∗ generated by {AE : E ∈ Σf}.

Then λ̃ is perfect. PPP Let h : Ω → R be a Λ̃-measurable function and W ∈ Λ̃ a set of non-zero measure.
Then there are a W ′ ∈ Λ and an A ∈ A∗ such that W△W ′ ⊆ A and h↾Ω \A is Λ-measurable; let 〈En〉n∈N

be a sequence in Σf such that A ⊆
⋃
n∈N

AEn
, and h1 : Ω→ R a Λ-measurable function agreeing with h on

Ω \A. Set H∗ =
⋃
n∈N
HEn

, so that H∗ is countable. As in the proof of 495D, set

FH = H \ (
⋃
{En : n ∈ N, H ∩ En is negligible} ∪

⋃
{H ′ : H ′ ∈ H∗, H ′ 6= H}),

WH = {xxx : xxx ∈ HN is injective},

for H ∈ H, so that W ′
H = WH ∩ FN

H is λH -conegligible. Set Ω′ =
∏
H∈H(N ×W ′

H). This is disjoint from
every AEn

(as in 495D) and therefore from A. The subspace measure λΩ′ on Ω′ induced by λ is just the
product of the measures on N×W ′

H (254La). All of these are perfect (451Jc, 451Dc), so λΩ′ also is perfect
(451Jc again). Now

λΩ′(W ∩ Ω′) = λΩ′(W ′ ∩ Ω′) = λW ′ = λ̃W > 0.

It follows that there is a compact set K ⊆ h1[W ∩ Ω′] such that λΩ′(h−1
1 [K] ∩ Ω′) > 0. As h and h1 agree

on Ω′, K ⊆ h[W ], while

λ̃h−1[K] = λ̃h−1
1 [K]

(because λ̃A = 0)

= λh−1
1 [K] = λΩ′(h−1[K] ∩ Ω′) > 0.

As W and h are arbitrary, λ̃ is perfect. QQQ
It follows at once that the image measure λ̃φ−1 and its restriction to T are perfect (451Ea); finally, the

completion is perfect, by 451Gc.

495H Lemma Let (X,Σ, µ) be an atomless σ-finite measure space, and γ > 0; let ν be the Poisson point
process on X with intensity γ. Suppose that f : X → R is a Σ-measurable function such that µf−1[{α}] = 0
for every α ∈ R. Then ν{S : S ⊆ X, f↾S is injective} = 1.

proof If E ⊆ X has finite measure then {S : S ⊆ X, f↾S ∩ E is injective} is ν-conegligible. PPP Set
β = µE. For α ∈ [−∞,∞] set h(α) = µ{x : x ∈ E, f(x) ≤ α}; then h : [−∞,∞]→ [0, β] is non-decreasing,
continuous and surjective. Take any m ≥ 1; then there are α0 < . . . < αm in [−∞,∞] such that α0 = −∞,

αm =∞ and h(αi+1)− h(αi) =
β

m
for each i < m. Set Fni = {x : αi ≤ f(x) < αi+1} for i < m. Then

ν∗{S : S ⊆ X, f↾S ∩ E is injective} ≥ ν{S : #(S ∩ Fni) ≤ 1 for every i < m}

=
∏

i<m

ν{S : #(S ∩ Fni) ≤ 1}

=
∏

i<m

e−γβ/m(1 +
γβ

m
)

= e−γβ(1 +
γβ

m
)m → 1
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as m→∞. So {S : f↾S ∩ E is injective} has inner measure 1 and is conegligible. QQQ
Now we are supposing that there is a non-decreasing sequence 〈En〉n∈N of measurable sets of finite measure

covering X, so that

{S : f↾S is injective} =
⋂
n∈N
{S : f↾S ∩ En is injective}

has measure limn→∞ ν{S : f↾S ∩ En is injective} = 1.

495I Proposition Let (X,Σ, µ) be an atomless countably separated measure space (definition: 343D)
and γ > 0. Let ν′ be a complete probability measure on PX such that ν′{S : S ⊆ X, S ∩E = ∅} is defined
and equal to e−γµE whenever E ∈ Σ has finite measure. Then ν′ extends the Poisson point process ν on X
with intensity γ.

proof (a) Write T for dom ν, and for E ∈ Σf , write A(E) for {S : S ⊆ X, S ∩ E 6= ∅} ∈ T. If
E0, . . . , En ∈ Σf are disjoint, then A(E0), . . . , A(En) are ν′-independent. PPP For I ⊆ {0, . . . , n},

ν′(PX ∩
⋂

i∈I

A(Ei)) = 1− ν′{S : S ∩
⋃

i∈I

Ei = ∅} = exp(−γµ(
⋃

i∈I

Ei))

=
∏

i∈I

exp(−γµEi) =
∏

i∈I

ν′A(Ei). QQQ

(b) If E0, . . . , Ek ∈ Σf are disjoint and n0, . . . , nk ∈ N, then ν′{S : S ⊆ X, #(S ∩ Ej) = nj for every
j ≤ k} is defined and equal to ν{S : S ⊆ X, #(S ∩ Ej) = nj for every j ≤ k}. PPP Let 〈Fm〉m∈N be a
sequence in Σ separating the points of X. For each m ∈ N let Em be the subalgebra of PX generated by
{Ej : j ≤ k} ∪ {Fi : i ≤ m}, Am the set of atoms of Em included in E =

⋃
j≤k Ej ,

Im = {I : I ⊆ Am, #({A : A ∈ I, A ⊆ Ej}) = nj for every j ≤ k}

and

Cm = {S : S ⊆ X, {A : A ∈ Am, S ∩A 6= ∅} ∈ Im}.

Then

ν′Cm =
∑

I∈Im

ν′{S : S ∩A 6= ∅ for A ∈ I, S ∩ E \
⋃
I = ∅}

=
∑

I∈Im

e−γµ(E\
⋃

I)
∏

A∈I

(1− e−γµ(E∩A))

(by (a))

=
∑

I∈Im

ν{S : S ∩A 6= ∅ for A ∈ I, S ∩ E \
⋃
I = ∅}

= νCm.

Now, for S ⊆ X,

lim
m→∞

χCm(S) = 1 if #(S ∩ Ej) = nj for every j ≤ k,

= 0 otherwise

because {Fm : m ∈ N} separates the points of X. By Lebesgue’s Dominated Convergence Theorem (123C),
ν′{S : #(S ∩ Ej) = nj for every j ≤ k} is defined and equal to

limm→∞ ν′Cm = limm→∞ νCm = ν{S : #(S ∩ Ej) = nj for every j ≤ k}. QQQ

(c) Now

{H : H ⊆ PX, ν′H and νH are defined and equal}

is a Dynkin class including the family H of 495C, so includes the σ-algebra T of subsets of PX generated
by {{S : #(S ∩ E) = n} : E ∈ Σf , n ∈ N}. Because ν is defined to be the completion of ν↾T and ν′ is
complete, ν′H is defined and equal to νH whenever H is measured by ν.
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495J Proposition Let (X1,Σ1, µ1) and (X2,Σ2, µ2) be atomless measure spaces, and f : X1 → X2 an
inverse-measure-preserving function. Let γ > 0, and let ν1, ν2 be the Poisson point processes on X1, X2

respectively with intensity γ. Then S 7→ f [S] : PX1 → PX2 is inverse-measure-preserving for ν1 and ν2; in
particular, PA has full outer measure for ν2 whenever A ⊆ X2 has full outer measure for µ2.

proof Set ψ(S) = f [S] for S ⊆ X1.

(a) If F ∈ Σf2 , then {S : S ⊆ X1, f↾f−1[F ] ∩ S is not injective} is ν1-negligible. PPP Let n ∈ N. Set
α = 1

n+1µ2F . Because µ2 is atomless, we can find a partition of F into sets F0, . . . , Fn of measure α. Now

{S : f↾f−1[F ] ∩ S is not injective} ⊆
⋃
i≤n{S : #(S ∩ f−1[Fi]) > 1}

has ν1-outer measure at most

(n+ 1)(1− e−γα(1 + γα)) ≤
1

2
(n+ 1)α2γ2 =

1

2(n+1)
(γµ2F )2.

As n is arbitrary, {S : f↾f−1[F ] ∩ S is not injective} is negligible. QQQ

(b) It follows that, for any F ∈ Σf2 and n ∈ N,

{S : #(f [S] ∩ F ) = n}△{S : #(S ∩ f−1[F ]) = n}

is ν1-negligible and {S : #(f [S] ∩ F ) = n} is measured by ν1. So if T2 is the σ-algebra of subsets of PX2

generated by sets of the form {T : #(F ∩T ) = n} for F ∈ Σf2 and n ∈ N, then ν1 measures ψ−1[H] for every

H ∈ T2. Next, if 〈Fi〉i∈I is a finite disjoint family in Σf2 and ni ∈ N for i ∈ I,

ν1{S : #(f [S] ∩ Fi) = ni for every i ∈ I}

= ν1{S : #(S ∩ f−1[Fi]) = ni for every i ∈ I}

=
∏

i∈I

(γµ1f
−1[Fi])n

n!
e−γµ1f

−1[Fi]

(because 〈f−1[Fi]〉i∈I is a disjoint family in Σf1 )

=
∏

i∈I

(γµ2Fi)n

n!
e−γµ2Fi .

So the image measure ν1ψ
−1 satisfies (i) and (ii) of 495D, and must agree with ν2 on T2; that is, ψ is

inverse-measure-preserving for ν1 and ν2↾T2. As ν1 is complete, ψ is inverse-measure-preserving for ν1 and
ν2 (234Ba4).

(c) If A ⊆ X2 has full outer measure, then we can take µ1 to be the subspace measure on X1 = A and
f(x) = x for x ∈ A. In this case, PA = ψ[PA] must have full outer measure for ν2.

495K Lemma Let (X̃, Σ̃, µ̃) be an atomless σ-finite measure space, and γ > 0. Write µL for Lebesgue

measure on [0, 1], µ′ for the product measure on X ′ = X̃ × [0, 1], and λ′ for the product measure on

Ω′ = [0, 1]X̃ . Let ν̃, ν ′ be the Poisson point processes on X̃, X ′ respectively with intensity γ. For T ⊆ X̃
define ψT : Ω′ → PX ′ by setting ψT (z) = {(t, z(t)) : t ∈ T} for z ∈ Ω′; let ν ′T be the image measure λ′ψ−1

T

on PX ′. Then 〈ν ′T 〉T⊆X̃ is a disintegration of ν ′ over ν̃ (definition: 452E).

proof (a) Let E ⊆ X ′ be a measurable set with finite measure, and write HE = {S : S ∩ E 6= ∅}. Then

ν ′HE = 1 − e−γµ
′E ≤ γµ′E; but also

∫
ν ′T (HE)ν̃(dT ) ≤ 2γµ′E. PPP We know that

∫
µLE[{t}]µ̃(dt) = µ′E

(252D). Let Y ⊆ X̃ be a conegligible set such that E[{t}] is measurable for every t ∈ Y and t 7→ µLE[{t}] :
Y → [0, 1] is measurable. Set Fi = {t : t ∈ Y , 2−i−1 < µLE[{t}] ≤ 2−i} for each i ∈ N; let 〈F ′

i 〉i∈N be

a sequence of sets of finite measure with union X̃ \
⋃
i∈N

Fi. Let W be the set of those T ⊆ X̃ such that

T ∩ (X̃ \ Y ) is empty and T ∩ Fi, T ∩ F
′
i are finite for every i ∈ N; then W is ν̃-conegligible.

For any T ∈W ,

4Formerly 235Hc.
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ψ−1
T [HE ] = {z : ψT (z) ∩ E 6= ∅}

=
⋃

i∈N

⋃

t∈T∩Fi

{z : z(t) ∈ E[{t}]} ∪
⋃

i∈N

⋃

t∈T∩F ′
i

{z : z(t) ∈ E[{t}]}

is measured by λ′ and has measure at most
∑∞
i=0 2−i#(T ∩Fi), because µLE[{t}] has measure at most 2−i

if t ∈ T ∩ Fi, and is zero if t ∈ T ∩ F ′
i . So

∫
ν ′T (HE)ν̃(dT ) =

∫
λ′ψ−1

T [HE ]ν̃(dT ) ≤

∫ ∞∑

i=0

2−i#(T ∩ Fi)ν̃(dT )

=

∞∑

i=0

2−i
∫

#(T ∩ Fi)ν̃(dT ) =

∞∑

i=0

2−iγµ̃Fi

(because T 7→ #(T ∩ Fi) has expectation γµ̃Fi)

≤ 2γ

∫
µLE[{t}]ν̃(dt) = 2γµ′E. QQQ

(b) Suppose that 〈Fj〉j<s, 〈Cij〉i<r,j<s and 〈nij〉i<r,j<s are such that

r, s ∈ N,
nij ∈ N for i < r, j < s,

〈Fj〉j<s is a disjoint family of subsets of X̃ with finite measure,
for each j < s, 〈Cij〉i<r is a disjoint family of measurable subsets of [0, 1].

Set Eij = Fj × Cij for i < r and j < s, and H = {S : S ⊆ X ′, #(S ∩ Eij) = nij for every i < r, j < s}.
Then

∫
ν ′T (H)ν̃(dT ) = ν ′H.

PPP (i) To begin with, suppose that
⋃
i<r Cij = [0, 1] for every j. Set nj =

∑r−1
i=0 nij for each j, and let

W be the set of those T ⊆ X̃ such that #(T ∩ Fj) = nj for every j. Then ν̃W =
∏s−1
j=0

(γµ̃Fj)
nj

nj !
e−γµ̃Fj . If

T ⊆ X̃ and z ∈ ψ−1
T [H], then for each j < s we must have

#(T ∩ Fj) = #({t : t ∈ T ∩ Fj , z(t) ∈
⋃

i<r

Cij})

=

r−1∑

i=0

#({t : t ∈ T ∩ Fj , z(t) ∈ Cij})

=

r−1∑

i=0

#(ψT (z) ∩ Eij) =

r−1∑

i=0

nij = nj .

Turning this round, we see that if T /∈W then ψ−1
T [H] = ∅ and ν ′TH = 0.

If T ∈W , let Q be the set of all q = 〈q(i, j)〉i<r,j<s such that 〈q(i, j)〉i<r is a disjoint family of subsets of

T ∩ Fj for each j and #(q(i, j)) = nij for all i and j. Then #(Q) =
∏s−1
j=0

nj !∏
r−1
i=0 nij !

. Accordingly

ν ′TH = λ′{z : ψT (z) ∈ H}

= λ′{z : #({t : t ∈ T ∩ Fj , z(t) ∈ Cij}) = nij for all i, j}

=
∑

q∈Q

λ{z : z(t) ∈ Cij whenever i < r, j < s and t ∈ q(i, j)}

=
∑

q∈Q

∏

i<r,j<s
t∈q(i,j)

µLCij =
∑

q∈Q

∏

i<r,j<s

(µLCij)
nij =

s−1∏

j=0

(
nj !

r−1∏

i=0

(µLCij)
nij

nij !

)
.
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It follows that

∫
ν ′T (H)ν̃(dT ) = ν̃W ·

s−1∏

j=0

(
nj !

r−1∏

i=0

(µLCij)
nij

nij !

)

=

s−1∏

j=0

(γµ̃Fj)
nj

nj !
e−γµ̃Fj ·

s−1∏

j=0

(
nj !

r−1∏

i=0

(µLCij)
nij

nij !

)

=

s−1∏

j=0

(
(γµ̃Fj)

nje−γµ̃Fj

r−1∏

i=0

(µLCij)
nij

nij !

)

=

s−1∏

j=0

r−1∏

i=0

e−γµ
′Eij

(γµ′Eij)
nij

nij !
= ν ′H,

as required.

(ii) For the general case, set Crj = [0, 1] \
⋃
i<r Cij , Erj = Fj × Crj for each j < s. For σ ∈ N(r+1)×s,

set

Hσ = {S : S ⊆ X ′, #(S ∩ Eij) = σ(i, j) for every i ≤ r and j < s}.

By (i), we have ν ′Hσ =
∫
ν ′T (Hσ)ν̃(dT ) for every σ ∈ N(r+1)×s.

Set

J = {σ : σ ∈ N(r+1)×s, σ(i, j) = nij for i < r, j < s}, K = N(r+1)×s \ J ,

H ′
1 =

⋃
σ∈J Hσ, H ′

2 =
⋃
σ∈K Hσ.

Then H ′
1 ⊆ H, H ′

2 ∩H = ∅ and

H ′
1 ∪H

′
2 = {S : S ∩ Eij is finite for all i ≤ r, j < s}

is ν ′-conegligible. Accordingly we have

∫
(ν ′T )∗(H)ν̃(dT ) ≥

∫
(ν ′T )∗(H ′

1)ν̃(dT ) ≥
∑

σ∈J

∫
ν ′T (Hσ)ν̃(dT )

=
∑

σ∈J

ν ′Hσ = 1−
∑

σ∈K

ν ′Hσ

(because
⋃
σ∈J∪K Hσ is ν ′-conegligible)

= 1−
∑

σ∈K

∫
ν ′T (Hσ)ν̃(dT ) =

∫
1−

∑

σ∈K

ν ′T (Hσ) ν̃(dT )

=

∫
ν ′T (PX ′ \H ′

2)ν̃(dT ) ≥

∫
(ν ′T )∗(H)ν̃(dT ).

But this means, first, that (ν ′T )∗(H) = (ν ′T )∗(H) for ν̃-almost every T ; since ν ′T , being an image of the
complete measure λ′, is always complete, ν ′T (H) is defined for ν̃-almost every T . Finally,

ν ′H = ν ′H ′
1 =

∑
σ∈J ν

′Hσ =
∫
ν ′T (H)ν̃(dT ),

as required. QQQ

(c) Suppose that 〈Ei〉i<r is a disjoint family in Σ̃ ⊗ ΣL such that all the projections of the Ei onto X̃
have finite measure, and ni ∈ N for each i < r. Set H = {S : S ⊆ X ′, #(S ∩ Ei) = ni for every i < r}.
Then

∫
ν ′T (H)ν̃(dT ) = ν ′H.

PPP Let E be a finite subalgebra of Σ̃ such that every Ei belongs to E ⊗ ΣL, and let 〈Fj〉j<s enumerate
the atoms of E of finite measure; extend this to an enumeration 〈Fj〉j<s′ of all the atoms of E . Then we
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can express each Ei as
⋃
j<s′ Fj ×Cij where each Cij ∈ ΣL; but as the projection of Ei has finite measure,

Cij must be empty for every j ≥ s, so Ei =
⋃
j<s Fj × Cij . Let Q be the set of all q ∈ Nr×s such that∑s−1

j=0 q(i, j) = ni for every i < r. For q ∈ Q set

Hq = {S : S ⊆ X ′, #(S ∩ (Fj × Cij)) = q(i, j) for every i < r, j < s}.

Then 〈Hq〉q∈Q is disjoint and has union H, so∫
ν ′T (H)ν̃(dT ) =

∑
q∈Q

∫
ν ′T (Hq)ν̃(dT ) =

∑
q∈Q ν

′Hq = ν ′H,

using (b) for the middle equality. QQQ

(d) Now let 〈Ei〉i<r be a finite disjoint family of subsets of X ′ of finite measure, and 〈ni〉i<r a family in
N. Set H = {S : S ⊆ X ′, #(S ∩Ei) = ni for every i < r}. Then

∫
ν ′T (H)ν̃(dT ) is defined and equal to ν ′H.

PPP Let ǫ > 0. For each i < r we can find an E′
i ∈ Σ̃⊗ ΣL such that µ′(Ei△E′

i) ≤ ǫ (251Ie). Discarding a

negligible set from E′
i if necessary, we may suppose that the projection of E′

i on X̃ has finite measure. Set

Êi = E′
i \

⋃
k<iE

′
k for each i, so that 〈Êi〉i<r is a disjoint family in Σ̃ ⊗ ΣL, and the projections of the Êi

are still of finite measure. Set Ĥ = {S : S ⊆ X ′, #(S ∩ Êi) = ni for every i < r}. Then (c) tells us that∫
ν ′T (Ĥ)ν̃(dT ) = ν ′Ĥ.

Set E =
⋃
i<r(Ei△E

′
i). Then µ′E ≤ rǫ, while E includes Ei△Êi for every i, so

Ĥ \HE ⊆ H ⊆ Ĥ ∪HE ,

where HE = {S : S ∩ E 6= ∅} as in (a). Accordingly

ν ′H − 3rγǫ ≤ ν ′Ĥ − 2rγǫ

(by (a))

=

∫
ν ′T (Ĥ)ν̃(dT )− 2rγǫ

(by (c))

≤

∫
ν ′T (Ĥ)− ν ′T (HE)ν̃(dT )

(by the other part of (a))

≤

∫
(ν ′T )∗(H)ν̃(dT ) ≤

∫
(ν ′T )∗(H)ν̃(dT )

≤

∫
ν ′T (Ĥ) + ν ′T (HE)ν̃(dT ) ≤ ν ′Ĥ + 2rγǫ ≤ ν ′H + 3rγǫ.

As ǫ is arbitrary,

ν ′H =
∫

(ν ′T )∗(H)ν̃(dT ) =
∫

(ν ′T )∗(H)ν̃(dT ).

As in (c-ii) above, it follows that
∫
ν ′T (H)ν̃(dT ) is defined and equal to ν ′H. QQQ

(e) So if we write H for the family of subsets H of PX ′ such that
∫
ν ′T (H)ν̃(dT ) is defined and equal to

ν ′H, and H0 for the family of sets of the form H = {S : S ⊆ X ′, #(S ∩ Ei) = ni for every i < r} where
〈Ei〉i<r is a disjoint family of sets of finite measure and ni ∈ N for i < r, we have H ⊇ H0. But H is a
Dynkin class, so includes the σ-algebra T′ generated by H0, by 495C. Since every ν ′-negligible set is included
in a ν ′-negligible member of T′, H contains every ν ′-negligible set, and therefore every set measured by ν ′;
which is what we need to know.

495L Theorem Let (X,Σ, µ) and (X̃, Σ̃, µ̃) be atomless σ-finite measure spaces and γ > 0. Let ν, ν̃

be the Poisson point processes on X, X̃ respectively with intensity γ. Suppose that f : X → X̃ is inverse-
measure-preserving and that 〈µt〉t∈X̃ is a disintegration of µ over µ̃ consistent with f (definition: 452E)

such that every µt is a probability measure. Write λ for the product measure
∏
t∈X̃ µt on Ω = XX̃ , and for
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T ⊆ X̃ define φT : Ω→ PX by setting φT (z) = z[T ] for z ∈ Ω; let νT be the image measure λφ−1
T on PX.

Then 〈νT 〉T⊆X̃ is a disintegration of ν over ν̃. Moreover

(i) setting f̃(S) = f [S] for S ⊆ X, 〈νT 〉T⊆X̃ is consistent with f̃ : PX → PX̃;

(ii) if 〈µt〉t∈X̃ is strongly consistent with f , then 〈νT 〉T⊆X̃ is strongly consistent with f̃ .

proof (a) For T ⊆ X̃ let VT be the set of those z ∈ Ω such that fz↾T is injective. We need to know that

W = {T : T ⊆ X̃, T is countable, VT is λ-conegligible}

is ν̃-conegligible. PPP Write Σ̃f = {F : F ∈ Σ̃, µ̃F < ∞}. Because µ̃ is atomless and σ-finite, there is a

countable subalgebra E of Σ̃ such that for every ǫ > 0 there is a cover of X̃ by members of E of measure at
most ǫ. Set

Y = {t : t ∈ X̃, µtf
−1[F ] = (χF )(t) for every F ∈ E},

so that Y is µ̃-conegligible and PY is ν̃-conegligible. For F ∈ E , let WF be the set of those T ⊆ Y such that
for every t ∈ T ∩ F there is an F ′ ∈ E such that T ∩ F ′ = {t}. Now, given F ∈ E ∩ Σ̃f and ǫ > 0, there is a
partition 〈Fi〉i∈I of F into members of E of measure at most ǫ. Then

ν̃∗(PY \WF ) ≤ ν̃{T : #(T ∩ Fi) > 1 for some i ∈ I}

≤
∑

i∈I

1− e−γµ̃Fi(1 + γµ̃Fi) ≤
∑

i∈I

1

2
(γµ̃Fi)

2

≤
1

2
ǫγ2

∑

i∈I

µ̃Fi =
1

2
ǫγ2µ̃F.

As ǫ is arbitary, WF is ν̃-conegligible; accordingly W ′ =
⋂
{WF : F ∈ E ∩ Σ̃f} is ν̃-conegligible.

Now suppose that T ∈ W ′. Because X̃ is covered by E ∩ Σ̃f , we see that for every t ∈ T there is an
F ∈ E ∩ Σ̃f containing t, and now there is an F ′ ∈ E such that T ∩ F ′ = {t}. In particular, T is countable,
so

UT = {z : z(t) ∈ f−1[F ] whenever F ∈ E and t ∈ T ∩ F}

is λ-conegligible. Take z ∈ UT . If t, t′ are distinct points of T , there is an F ∈ E containing t but not t′,
and now F contains f(z(t)) but not f(z(t′)). So fz↾T is injective. Thus UT ⊆ VT and VT is λ-conegligible.
This is true for every T ∈W ′, so W ⊇W ′ is ν̃-conegligible. QQQ

(b) Suppose that 〈Ei〉i<r is a disjoint family of subsets of X with finite measure, and ni ∈ N for i < r.
Set H = {S : S ⊆ X, #(S ∩ Ei) = ni for every i < r}. Then

∫
νT (H)ν̃(dT ) is defined and equal to νH.

PPP As in 495K, set X ′ = X̃ × [0, 1] with the product measure µ′, and write λ′ for the product measure on

Ω′ = [0, 1]X̃ . Let ν ′ be the Poisson point process on X ′ with intensity γ. For T ⊆ X̃ define ψT : Ω′ → PX ′

by setting ψT (z) = {(t, z(t)) : t ∈ T} for z ∈ Ω′ and let ν ′T be the image measure λ′ψ−1
T on PX ′. By 495K,

〈ν ′T 〉T⊆X̃ is a disintegration of ν ′ over ν̃.

For each i < r,
∫
µt(Ei)µ̃(dt) = µEi; set Y1 = {t : µtEi is defined for every i < r}, so that Y1 ⊆ X̃ is

ν̃-conegligible. Set gi(t) =
∑
j<i µtEj for t ∈ Y1 and i ≤ r, and

E′
i = {(t, α) : t ∈ Y1, gi(t) ≤ α < gi+1(t)}

for i < r. Then µ′E′
i =

∫
gi+1 − gi dν̃ = µEi for each i, by 252N.

Set

H ′ = {S : S ⊆ X ′, #(S′ ∩ E′
i) = ni for every i < r},

W1 = {T : T ∈W , T ⊆ Y1, ν ′TH
′ is defined},

so H ′ is measured by ν′ and W1 is ν̃-conegligible. Let T be any member of W1. Let Q be the set of
partitions q = 〈q(i)〉i≤r of T such that #(q(i)) = ni for every i < r; because T is countable, so is Q. Set
Er = X \

⋃
i<r Ei and E′

r = X ′ \
⋃
i<r E

′
i. Then

µtEr = 1−
∑r−1
i=0 µtEi = 1− gr(t) = µLE

′
r[{t}]
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for every t ∈ Y1. Now

ν ′TH
′ = λ′{z : z ∈ Ω′, ψT (z) ∈ H ′}

= λ′{z : z ∈ Ω′, #({t : t ∈ T, z(t) ∈ E′
i[{t}]}) = ni for every i < r}

=
∑

q∈Q

λ′{z : z ∈ Ω′, z(t) ∈ E′
i[{t}] whenever i ≤ r and t ∈ q(i)}

=
∑

q∈Q

r∏

i=0

∏

t∈q(i)

µLE
′
i[{t}] =

∑

q∈Q

r∏

i=0

∏

t∈q(i)

µtEi

=
∑

q∈Q

λ{z : z ∈ Ω, z(t) ∈ Ei whenever i ≤ r and t ∈ q(i)}

= λ{z : z ∈ Ω, #({t : t ∈ T, z(t) ∈ Ei}) = ni for every i < r}

= λ{z : z ∈ VT , #({t : t ∈ T, z(t) ∈ Ei}) = ni for every i < r}

= λ{z : z ∈ VT , #(z[T ] ∩ Ei) = ni for every i < r}

= λ{z : z ∈ VT , φT (z) ∈ H} = νTH.

Since this is true for ν̃-almost every T ,

∫
νT (H)ν̃(dT ) =

∫
ν ′T (H ′)ν̃(dT ) = ν ′H ′

=
∏

i<r

(γµ′E′
i)

ni

ni!
e−γµ

′E′
i =

∏

i<r

(γµEi)ni

ni!
e−γµEi = νH. QQQ

Now, just as in part (e) of the proof of 495K, 495C tells us that
∫
νT (H)ν̃(dT ) = νH whenever ν measures

H, so that 〈νT 〉T⊆X̃ is a disintegration of ν over ν̃.

(c) Let 〈Fi〉i<r be a disjoint family in Σ̃f , and take ni ∈ N for i < r. Set

Fr = X̃ \
⋃
i<r Fi,

Y2 = {t : t ∈ X̃, µtf
−1[Fi] = (χFi)(t) for every i ≤ r},

W2 = {T : T ∈W , T ⊆ Y2},

so that Y2 is µ̃-conegligible and W2 is ν̃-conegligible. Set

H̃ = {T : T ∈W2, #(T ∩ Fi) = ni for every i < r},

H = f̃−1[H̃] = {S : S ⊆ X, f [S] ∈ H̃}.

Then νTH = χH̃(T ) for every T ∈ H̃. PPP For i ≤ r and t ∈ T ∩ Fi, we have

λ{z : z(t) ∈ f−1[Fi]} = µtf
−1[Fi] = 1

because T ⊆ Y2. So

V = {z : z ∈ VT , f(z(t)) ∈ Fi whenever i ≤ r and t ∈ T ∩ Fi}

is λ-conegligible. But if z ∈ V then fz↾T is injective, so

#(f [z[T ]] ∩ Fi) = #(T ∩ (fz)−1[Fi]) = #(T ∩ Fi)

for every i < r, and z[T ] ∈ H iff T ∈ H̃. Thus

νTH = λ{z : z[T ] ∈ H} = λV = 1 if T ∈ H̃,

= λ(Ω \ V ) = 0 otherwise. QQQ
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Setting

H = {H̃ : H̃ ⊆ X̃, νT f̃
−1[H̃] = χH̃(T ) for ν̃-almost every T ∈ H̃},

it is easy to check that H is a Dynkin class containing all sets of the form {T : T ⊆ X̃, #(T ∩ Fi) = ni for

every i < r} where 〈Fi〉i<r is a disjoint family in Σ̃f , and therefore including the σ-algebra generated by
such sets, by 495C. But as H also contains any subset of a negligible set belonging to H (remember that all
the νT are complete probability measures, like λ), it includes the domain of ν̃, and 〈νT 〉T⊆X̃ is consistent

with f̃ .

(d) Now suppose that 〈µt〉t∈X̃ is strongly consistent with f . Set Y3 = {t : µtf
−1[{t}] = 1} and W3 =

{T : T ∈ W , T ⊆ Y3}. Then νT f̃
−1[{T}] = 1 for every T ∈ W3. PPP Set V ′

T = {z : z ∈ Ω, f(z(t)) = t for
every t ∈ T}. For each t ∈ T ,

λ{z : f(z(t)) = t} = µtf
−1[{t}] = 1,

because T ⊆W3. As T is countable, V ′
T is λ-conegligible. But now

νT f̃
−1[{T}] = λ{z : f [z[T ]] = T} ≥ λV ′

T = 1. QQQ

As W3 is ν̃-conegligible, 〈νT 〉T⊆X̃ is strongly consistent with f̃ .

495M Proposition Let (A, µ̄) be a measure algebra, and γ > 0. Then there are a probability algebra
(B, λ̄) and a function θ : A→ B such that

(i) θ(supA) = sup θ[A] for every non-empty A ⊆ A such that supA is defined in A;
(ii) λ̄θ(a) = 1− e−γµ̄a for every a ∈ A, interpreting e−∞ as 0;
(iii) whenever 〈ai〉i∈I is a disjoint family in A and Ci is the closed subalgebra of B generated by {θ(a) :

a ⊆ ai} for each i, then 〈Ci〉i∈I is stochastically independent.

proof (a) We may suppose that (A, µ̄) is the measure algebra of a measure space (X,Σ, µ) (321J). Set
Σf = {E : E ∈ Σ, µE < ∞} and Af = {a : a ∈ A, µ̄a < ∞}. Let (Ω,Λ, λ) and 〈gE〉E∈Σf be as in
495B, and take (B, λ̄) to be the measure algebra of (Ω,Λ, λ). Note that if E, F ∈ Σf and µ(E△F ) = 0,
then gE\F and gF\E have Poisson distributions with expectation 0, so are zero almost everywhere, while
gE =a.e. gE∩F + gE\F and gF =a.e. gE∩F + gF\E ; so that gE =a.e. gF . This means that we can define

θ : Af → B by setting θ(E•) = {ω : gE(ω) 6= 0}• whenever E ∈ Σf , and we shall have λ̄(θa) = 1 − e−γµ̄a

because gE has a Poisson distribution with expectation µ̄a whenever E ∈ Σf and E• = a. For a ∈ A \ Af

set θ(a) = 1B.

(b) If a, b ∈ Af are disjoint, they can be represented as E•, F • where E, F ∈ Σf are disjoint. In this
case, gE∪F =a.e. gE + gF , so θ(a ∪ b) = θ(a) ∪ θ(b). Of course the same is true if a, b ∈ A are disjoint and
either has infinite measure. It follows at once that for any a, b ∈ A,

θ(a ∪ b) = θ(a \ b) ∪ θ(a ∩ b) ∪ θ(b \ a) = θ(a) ∪ θ(b).

Consequently θ(supA) = sup θ[A] for any finite set A ⊆ A. If A ⊆ A is an infinite set with supremum a∗,
then A′ = {supB : B ∈ [A]<ω} is an upwards-directed set with supremum a∗, so there is a non-decreasing
sequence 〈an〉n∈N in A′ such that limn→∞ µ̄an = µ̄a∗ (321D). In this case, b∗ = supn∈N θ(an) is defined in
B and

λ̄b∗ = limn→∞ λ̄θ(an) = limn→∞ 1− e−γµ̄an = 1− e−γµ̄a
∗

= λ̄θ(a∗).

So b∗ = θ(a∗); since θ(a∗) is certainly an upper bound of θ[A′], it must actually be the supremum of θ[A′]
and therefore (because θ preserves finite suprema) of θ[A].

(c) Thus θ satisfies (i) and (ii). As for (iii), note first that if 〈ai〉i∈I is a finite disjoint family in A, then
λ̄(infi∈I θ(ai)) =

∏
i∈I λ̄θ(ai). PPP Set J = {i : i ∈ I, µ̄ai <∞}. For i ∈ J , represent ai as E•

i where 〈Ei〉i∈J
is a disjoint family in Σf . Then 〈gEi

〉i∈J is independent, so

λ̄(inf
i∈I

θ(ai)) = λ̄(inf
i∈J

θ(ai)) = λ(Ω ∩
⋂

i∈J

{ω : gEi
(ω) = 0})

=
∏

i∈J

λ{ω : gEi
(ω) = 0} =

∏

i∈J

λ̄θ(ai) =
∏

i∈I

λ̄θ(ai). QQQ
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Now suppose that 〈ai〉i∈I is a finite disjoint family in A and that Di is the subalgebra of B generated by
Di = {θ(a) : a ⊆ ai} for each i. We know that each Di is closed under ∪ (by (i)) and that λ̄(infi∈J di) =∏
i∈J λ̄di whenever J ⊆ I and di ∈ Di for each i ∈ J , that is, that 〈di〉i∈I is stochastically independent

whenever di ∈ Di for each i. Setting D′
i = {1 \ d : d ∈ Di} ∪ {0}, we see that D′

i is closed under ∩ and
that 〈di〉i∈I is stochastically independent whenever di ∈ D

′
i for each i (as in 272F). An induction on #(J),

using 313Ga for the inductive step, shows that if J ⊆ I, di ∈ Di for i ∈ J , and di ∈ D′
i for i ∈ I \ J , then

λ̄(infi∈I di) =
∏
i∈I λ̄di. At the end of the induction, we see that λ̄(infi∈I di) =

∏
i∈I λ̄di whenever di ∈ Di

for each i, and therefore whenever di belongs to the topological closure of Di for each i, where B is given
its measure-algebra topology (§323).

Finally, suppose that 〈ai〉i∈I is any disjoint family in A, and Ci is the closed subalgebra of B generated
by Di = {θ(a) : a ⊆ ai} for each i. Take a finite set J ⊆ I and ci ∈ Ci for each i ∈ J . By 323J, Ci is the
topological closure of the subalgebra Di of B generated by {θ(a) : a ⊆ ai}; so λ̄(infi∈J ci) =

∏
i∈J λ̄ci. As

〈ci〉i∈J is arbitrary, 〈Ci〉i∈I is independent.

495N Proposition Let U be any L-space. Then there are a probability space (Ω,Λ, λ) and a positive
linear operator T : U → L1(λ) such that ‖Tu‖1 = ‖u‖1 whenever u ∈ L1(µ)+ and 〈Tui〉i∈I is stochastically
independent in L0(λ) whenever 〈ui〉i∈I is a disjoint family in L1(µ).

Remarks Recall that a family 〈ui〉i∈I in a Riesz space is ‘disjoint’ if |ui| ∧ |uj | = 0 for all distinct i, j ∈ I
(352C). A family 〈vi〉i∈I in L0(λ) is ‘independent’ if 〈gi〉i∈I is an independent family of random variables
whenever gi ∈ L

0(λ) represents vi for each i; compare 367W.

proof (a) By Kakutani’s theorem, there is a measure algebra (A, µ̄) such that U is isomorphic, as Banach
lattice, to L1(A, µ̄); now (A, µ̄) can be represented as the measure algebra of a measure space (X,Σ, µ), and
we can identify U and L1(A, µ̄) with L1(µ) (365B). Set Σf = {E : E ∈ Σ, µE < ∞} and Af = {a : a ∈ A,
µ̄a <∞} as usual. Take (Ω,Λ, λ) and 〈gE〉E∈Σf from 495B, with γ = 1. As in the proof of 495M, we have
gE =a.e. gF whenever E, F ∈ Σf and µ(E△F ) = 0; consequently we can define ψ : Af → L1(λ) by setting
ψa = g•

E whenever E ∈ Σf and E• = a. Again as in 495M, gE∪F =a.e. gE + gF whenever E, F ∈ Σf are
disjoint, so ψ is additive. Also

‖ψa‖1 =
∫
gEdλ = µE = µ̄a

whenever E ∈ Σf represents a ∈ Af . By 365I, there is a unique bounded linear operator T : L1(A, µ̄) →
L1(λ) such that T (χa) = ψa for every a ∈ Af . By 365Ja5, T is a positive operator. The set {u : u ∈
L1(A, µ̄)+, ‖Tu‖1 = ‖u‖1} is closed under addition, norm-closed and contains αχa for every a ∈ Af and
α ≥ 0, so is the whole of L1(A, µ̄)+, by 365F.

Note that if 〈ai〉i∈I is a disjoint family in Af , then 〈ψai〉i∈I is stochastically independent, by 495B(ii).

(b) Now let 〈ui〉i∈I be a disjoint family in L1(A, µ̄). Then 〈Tui〉i∈I is independent. PPP??? Otherwise,
there are a finite set J ⊆ I and a family 〈Vi〉i∈J such that Vi is a neighbourhood of Tui in the topology
of convergence in measure on L0(µ) for each i ∈ J , and 〈vi〉i∈J is not independent whenever vi ∈ Vi for
each i (367W). Because the embedding L1(λ) ⊂→ L0(λ) is continuous for the norm topology on L1(λ) and
the topology of convergence in measure (245G), there is a δ > 0 such that Tu′i ∈ Vi whenever i ∈ J ,
u′i ∈ L

1(A, µ̄) and ‖u′i − ui‖1 ≤ δ. Now we can find such u′i ∈ S(Af ) with |u′i| ≤ |ui| (365F).

Express each u′i as
∑ni

k=0 αikχaik where 〈aik〉k≤ni
is a disjoint family in Af and no αik is zero (361Eb).

In this case, all the aik, for i ∈ J and k ≤ ni, are disjoint, so all the ψ(aik) are independent. But this
means that 〈Tu′i〉i∈J = 〈

∑ni

k=0 αikψ(aik)〉i∈J is independent (272K); which is impossible, because Tu′i ∈ Vi
for every i ∈ J . XXXQQQ

So T , regarded as a function from U to L1(λ), has the required properties.

495O The following is a more concrete expression of the same ideas.

Proposition Let (X,Σ, µ) be an atomless measure space, and ν the Poisson point process on X with
intensity γ > 0.

5Formerly 365Ka.
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(a) If f ∈ L
1(µ), Qf (S) =

∑
x∈S∩dom f f(x) is defined and finite for ν-almost every S ⊆ X, and

∫
Qfdν =

γ
∫
fdµ.

(b) If f ∈ L
1(µ) ∩ L

2(µ),
∫
Q2
fdν is defined and equal to γ

∫
f2dµ+ (γ

∫
fdµ)2.

(c) We have a positive linear operator T : L1(µ) → L1(ν) defined by setting T (f•) = Q•

f for every

f ∈ L
1(µ).

(d) ‖Tu‖1 = γ‖u‖1 whenever u ∈ L1(µ)+ and 〈Tui〉i∈I is stochastically independent in L0(λ) whenever
〈ui〉i∈I is a disjoint family in L1(µ).

proof (a) In the language of 495D, QχE = fE for every E ∈ Σf . So QχE ∈ L
1(ν) and

∫
QχEdν = γµE

for every E ∈ Σf . If f =
∑r
i=0 αiχEi is a simple function on X, then Qf =a.e.

∑r
i=0 αiQχEi

∈ L
1(ν) and∫

Qfdν = γ
∫
f dµ. If f ∈ L

1(µ) is zero a.e., then {S : S ⊆ f−1[{0}]} is ν-conegligible, so Qf = 0 a.e.
It follows that if f ∈ L

1(µ) is non-negative, and 〈fn〉n∈N is a non-decreasing sequence of simple functions
converging to f almost everywhere, then Qf =a.e. limn→∞Qfn , while Qfn ≤a.e. Qfn+1

for every n; so Qf is
ν-integrable and ∫

Qfdν = limn→∞

∫
Qfndν = limn→∞ γ

∫
fndµ = γ

∫
fdµ.

(b) We can use the same ideas, with some further twists.

(i) If E ∈ Σf , then

∫
f2Edν − γµE =

∫
f2Edν − γ

∫
fEdν

=

∞∑

n=0

(n2 − n)ν{S : #(S ∩ E) = n}

=

∞∑

n=2

n(n− 1)
(γµE)n

n!
e−γµE

= (γµE)2
∞∑

n=0

(γµE)n

n!
e−γµE = (γµE)2

so
∫
f2Edν = γµE + (γµE)2.

(ii) If f =
∑n
i=0 αiχEi where E0, . . . , En ∈ Σf are disjoint and α0, . . . , αn ∈ R, then fE0

, . . . , fEn
are

ν-independent (495D), so

∫
Q2
fdν =

∫
(

n∑

i=0

αifEi
)2dν

=
∑

i,j≤n

αiαj

∫
fEi
× fEj

dν

=

n∑

i=0

α2
i

∫
f2Ei

dν +
∑

i,j≤n,i6=j

αiαj

∫
fEi

dν ·

∫
fEj

dν

(272R)

=

n∑

i=0

α2
i (γµEi + (γµEi)

2) + (

∫
Qfdν)2 −

n∑

i=0

α2
i (

∫
fEi

dν)2

= γ

n∑

i=0

α2
iµEi +

n∑

i=0

α2
i (γµEi)

2 + (γ

∫
fdµ)2 −

n∑

i=0

α2
i (γµEi)

2

= γ

∫
f2dµ+ (γ

∫
fdµ)2.
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(iii) If f ∈ L
1(µ) ∩ L

2(µ) is non-negative, there is a non-decreasing sequence 〈fn〉n∈N of non-negative
simple functions converging µ-almost everywhere to f . Now 〈Qfn〉n∈N is non-decreasing and converges
ν-almost everywhere to Qf , and

∫
Q2
fdν = lim

n→∞

∫
Q2
fndν = lim

n→∞
γ

∫
f2ndµ+ (γ

∫
fndµ)2

= γ

∫
f2dµ+ (γ

∫
fdµ)2.

(iv) Generally, if f ∈ L
1(µ)∩L2(µ), it is equal almost everywhere to a difference f1−f2 of non-negative

functions in L
1(µ) ∩ L

2(µ) such that there is an E ∈ Σ for which f2(x) = 0 whenever x ∈ E and f1(x) = 0
whenever x ∈ X \E. In this case, identifying PX with PE×P(X \E), Qf1 depends on the first coordinate
and Qf2 on the second, so they are ν-independent (495F). Consequently

∫
Q2
fdν =

∫
Q2
f1dν − 2

∫
Qf1 ×Qf2dν +

∫
Q2
f2dν

= γ

∫
f21 dµ+ (γ

∫
f1dµ)2 −

∫
Qf1dν ·

∫
Qf2dµ+ γ

∫
f22 dµ+ (γ

∫
f2dµ)2

= γ

∫
f21 dµ+ (γ

∫
f1dµ)2 − γ2

∫
f1dµ ·

∫
f2dµ+ γ

∫
f22 dµ+ (γ

∫
f2dµ)2

= γ

∫
f2dµ+ (γ

∫
fdµ)2,

as claimed.

(c) Since Qf =a.e. Qf ′ whenever f =a.e. f
′ in L

1(µ), we can define T : L1(µ) → L1(ν) by setting
T (f•) = (Qf )• for every f ∈ L

1(µ); because Qαf =a.e. αQf and Qf+f ′ =a.e. Qf + Qf ′ whenever f ,
f ′ ∈ L

1(µ) and α ∈ R, T is linear; because Qf ≥ 0 a.e. whenever f ≥ 0 a.e., T is positive.

(d) Because
∫
Qfdν = γ

∫
f dµ for every f ∈ L

1(µ), and T is positive, ‖Tu‖1 = γ‖u‖1 for every
u ∈ L1(µ)+. Finally, if 〈ui〉i∈I is a finite disjoint family in L1(µ), we can find a family 〈fi〉i∈I of measurable
functions from X to R such that f•

i = ui for each i and the sets Ei = {x : fi(x) 6= 0} are disjoint. For each
i ∈ I, let Ti be the σ-algebra of subsets of PX generated by sets of the form {S : #(S ∩ E) = n} where
E ⊆ Ei has finite measure and n ∈ N. Then 〈Ti〉i∈I is independent (as in part (c) of the proof of 495M),
and each Qfi is Ti-measurable, so 〈Qfi〉i∈I is independent and 〈Tui〉i∈I is independent.

495P We can identify the characteristic functions of the random variables Qf as defined above.

Proposition Let (X,Σ, µ) be an atomless measure space, and ν the Poisson point process on X with
intensity γ > 0. For f ∈ L

1(µ) set Qf (S) =
∑
x∈S∩dom f f(x) when S ⊆ X and the sum is defined in R.

Then ∫
PX

eiyQf dν = exp
(
γ
∫
X

(eiyf − 1)dµ
)

for any y ∈ R.

proof Note that Qf is defined ν-almost everywhere, by 495Oa.

(a) Consider first the case in which f is a simple function, expressed as
∑n
j=0 αjχFj where 〈Fj〉j≤n is

a disjoint family of sets of finite measure and αj ∈ R for each j. Then Qf (S) =
∑n
j=0 αj#(S ∩ Fj) for

ν-almost every S, so

∫
eiyQf dν =

∫ n∏

j=0

eiyαj#(S∩Fj)ν(dS) =

n∏

j=0

∫
eiyαj#(S∩Fj)ν(dS)

(because the functions S 7→ #(S ∩ Fj) are independent)

Measure Theory



495Q Poisson point processes 91

=
n∏

j=0

∞∑

k=0

(γµFj)
k

k!
e−γµFjeiyαjk =

n∏

j=0

e−γµFj

∞∑

k=0

(eiyαjγµFj)
k

k!

=

n∏

j=0

exp
(
(eiyαj − 1)γµFj)

)
= exp

(
γ

n∑

j=0

(eiyαj − 1)µFj
)

= exp
(
γ

∫
(eiyf − 1)dµ

)
.

(b) Now suppose that f is any integrable function. Then there is a sequence 〈fn〉n∈N of simple functions
such that |fn| ≤a.e. |f | for every n and limn→∞ fn =a.e. f . Write qn, q for Qfn , Qf . Set

D = {x : x ∈ dom f , |fn(x)| ≤ |f(x)| for every n and limn→∞ fn(x) = f(x)},

so that D is µ-conegligible. If S ⊆ D and Q|f |(S) is defined, then q(S) = limn→∞ qn(S), and this is true for

ν-almost every S; so
∫
eiyqdν = limn→∞ eiyqndν, by Lebesgue’s Dominated Convergence Theorem. On the

other hand,

|eiα − 1| = |
∫ α
0

1

i
eitdt| ≤ α, |e−iα − 1| = |

∫ α
0

1

i
e−itdt| ≤ α

for every α ≥ 0. So if we set g(x) = eiyf(x) − 1, gn(x) = eiyfn(x) − 1 when these are defined, we have
|gn| ≤a.e. |yfn| ≤a.e. |yf | for every n. Accordingly∫

(eiyf − 1)dµ =
∫

limn→∞(eiyfn − 1)dµ = limn→∞

∫
(eiyfn − 1)dµ

by Lebesgue’s theorem again. It follows that

∫
eiyQf dν = lim

n→∞

∫
eiyqndν = lim

n→∞
exp

(
γ

∫
(eiyfn − 1)dµ

)

(by (a))

= exp
(
γ lim
n→∞

∫
(eiyfn − 1)dµ

)
= exp

(
γ

∫
(eiyf − 1)dµ

)
,

as claimed.

RemarkRecall that a Poisson random variable with expectation γ has characteristic function y 7→ exp(γ(eiy−
1)) (part (a) of the proof of 285Q), corresponding to the case f = χF where µF = 1. The random variables
Qf have compound Poisson distributions.

495Q If our underlying measure is a Radon measure, we can look for Radon measures on PX to represent
the Poisson point processes on X. There seem to be difficulties in general, but I can offer the following. See
also 495Yd.

Proposition Let (X,T,Σ, µ) be a Radon measure space such that µ is outer regular with respect to the
open sets, and γ > 0. Give the space C of closed subsets of X its Fell topology (4A2T).

(a) There is a unique quasi-Radon probability measure ν̃ on C such that

ν̃{C : #(C ∩ E) = ∅} = e−γµE

whenever E ⊆ X is a measurable set of finite measure.
(b) If E0, . . . , Er are disjoint sets of finite measure, none including any singleton set of non-zero measure,

and ni ∈ N for i ≤ r, then

ν̃{C : #(C ∩ Ei) = ni for every i ≤ r} =
∏r
i=0

(γµEi)ni

ni!
e−γµEi .

(c) Suppose that µ is atomless and ν is the Poisson point process on X with intensity γ.
(i) C has full outer measure for ν, and ν̃ extends the subspace measure νC .
(ii) If moreover µ is σ-finite, then C is ν-conegligible.
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(d) If X is locally compact then ν̃ is a Radon measure.
(e) If X is second-countable and µ is atomless then ν̃ = νC .

proof (a)(i) Set Σf = {E : µE <∞}. There is a disjoint family H of non-empty self-supporting measurable
subsets of X of finite measure such that µE =

∑
H∈H µ(E ∩H) for every E ∈ Σ (412I); so if G ⊆ X is an

open set of finite measure, {H : H ∈ H, G ∩ H 6= ∅} is countable. If E is any set of finite measure, it is
included in an open set of finite measure, because µ is outer regular with respect to the open sets; so once
again {H : H ∈ H, E ∩H 6= ∅} is countable.

Build Ω =
∏
H∈H N ×HN, 〈gHE〉H∈H,E∈Σ and the product measure λ on Ω as in the proof of 495B; as

in the proof of 495D, set

φ(ω) = {xHj(ω) : H ∈ H, j < mH(ω)}

for ω ∈ Ω.

(ii) If E ∈ Σf , λ{ω : E ∩ φ(ω) = ∅} = e−γµE . PPP H′ = {H : H ∈ H, E ∩H 6= ∅} is countable. Now

{ω : E ∩ φ(ω) = ∅} =
⋂
H∈H′{ω : xHj /∈ E for every j < mH(ω)}

has measure
∏
H∈H′ λ{ω : gHE(ω) = 0} =

∏
H∈H′ e−γµ(H∩E) = e−γµE

because µE =
∑
H∈H′ µ(H ∩ E). QQQ

Let T0 be the σ-algebra of subsets of PX generated by sets of the form {S : S ∩ E = ∅} where E ∈ Σf .
By the Monotone Class Theorem (136B), λ measures φ−1[W ] for every W ∈ T0; set ν0W = λφ−1[W ] for
W ∈ T0, so that if E ∈ Σ then ν0{S : S ∩ E = ∅} = e−γµE .

(iii) Give PX the topology S generated by sets of the form

{S : S ∩G 6= ∅}, {S : S ∩K = ∅}

for open sets G ⊆ X and compact sets K ⊆ X. (Thus the Fell topology on C is the subspace topology
induced by S.) Then PX is compact. PPP Follow the proof of 4A2T(b-iii) word for word, but replacing every
C with PX. QQQ

(iv) ν0 is inner regular with respect to the S-closed sets. PPP Write L for the family of S-closed sets
belonging to T0. Of course L is closed under finite unions and countable intersections.

(α) Suppose that E ∈ Σf and W = {S : S ∩E 6= ∅}. Let ǫ > 0. Then there is a compact set K ⊆ E such
that µ(E \K) ≤ ǫ. Set V = {S : S ∩K 6= ∅}; then V ∈ L, V ⊆W and

ν0(W \ V ) ≤ ν0{S : S ∩ E \K 6= ∅} ≤ 1− e−γǫ.

As ǫ is arbitrary, ν0W = sup{ν0V : V ∈ L, V ⊆W}.
(β) Suppose that E ∈ Σf and W = {S : S ∩ E = ∅}. Let ǫ > 0. Then there is an open set G ⊇ E such

that µ(G \ E) ≤ ǫ. Set V = {S : S ∩G = ∅}; then V ∈ L, V ⊆W and

ν0(W \ V ) ≤ ν0{S : S ∩G \ E 6= ∅} ≤ 1− e−γǫ.

As ǫ is arbitrary, ν0W = sup{ν0V : V ∈ L, V ⊆W}.
(γ) By 412C, ν0 is inner regular with respect to the S-closed sets. QQQ

(v) Since S is a compact topology, the family of S-closed sets is a compact class, so 413P tells us that
ν0 has an extension to a complete topological measure ν̃0 on PX, inner regular with respect to the closed
sets. Of course ν̃0, being a probability measure, is effectively locally finite and locally determined, so it is
a quasi-Radon measure with respect to the topology S. Consequently the subspace measure ν̃ on C is a
quasi-Radon measure for the Fell topology on C (415B).

(vi) C has full outer measure for ν̃0. PPP??? Otherwise, there is a non-empty closed set V ⊆ PX \ C.
Consider the family U of subsets of PX of the form

{S : S ∩K = ∅, S ∩Gi 6= ∅ for i < r}

where K ⊆ X is compact and Gi ⊆ X is an open set of finite measure for every i < r. Because µ is locally
finite, this is a base for S. So U ′ = {U : U ∈ U , U ∩W = ∅} is a cover of PX \W ⊇ C. Of course U ∩ C is
open in the Fell topology for every U ∈ U ; because C is compact, there are U0, . . . , Um ∈ U ′ covering C.
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Express each Uj as {S : S ∩Kj = ∅, S ∩Gji 6= ∅ for i < rj}, where the Kj are all compact and the Gji
are all open. Because

⋃
j≤m Uj is disjoint from V , there is an S ⊆ PX which does not belong to any Uj .

Let E be the finite algebra of subsets of X generated by {Kj : j ≤ m} ∪ {Gji : j ≤ m, i < rj}; then there
is a finite set C ⊆ S such that C ∩ E 6= ∅ whenever E ∈ E and S ∩ E 6= ∅. In this case, C ∈ C \

⋃
j≤m Uj ;

which is supposed to be impossible. XXXQQQ

(vii) Consequently ν̃ is a probability measure. If E ∈ Σf , then

ν̃{C : C ∈ C, C ∩ E = ∅} = ν̃(C ∩ {S : S ⊆ X, S ∩ E = ∅})

= ν̃0{S : S ∩ E = ∅} = ν0{S : S ∩ E = ∅} = e−γµE .

(viii) To see that ν̃ is uniquely defined, let ν̃ ′ be another quasi-Radon probability measure on C with
the same property.

(ααα) Suppose that E0, . . . , Er ⊆ X are disjoint measurable sets of finite measure, and

W = {C : C ∈ C, C ∩ E0 = ∅, C ∩ Ei 6= ∅ for 1 ≤ i ≤ r}.

Then ν̃W = ν̃′W . PPP Induce on r. If r = 0 the result is immediate. For the inductive step to r ≥ 1, consider
{C : C ∩ E0 = ∅, C ∩ Ei 6= ∅ for 1 ≤ i < r} and {C : C ∩ (E0 ∪ Er) = ∅, C ∩ Ei 6= ∅ for 1 ≤ i < r}. By
the inductive hypothesis, ν̃ and ν̃′ agree on these two sets, and therefore on their difference {C : C ∈ C,
C ∩ E0 = ∅, C ∩ Ei 6= ∅ for 1 ≤ i ≤ r}. QQQ

(βββ) Suppose that we have a compact set K ⊆ X and open sets Gi ⊆ X of finite measure, for i < r,
and set

V = {C : C ∈ C, C ∩K = ∅, C ∩Gi 6= ∅ for every i < r}.

Then ν̃V = ν̃ ′V . PPP Let E be the finite subalgebra of PX generated by {Gi : i < r} ∪ {K}, and A the set
of atoms of E included in K ∪

⋃
i<r Gi. For I ⊆ A set

VI = {C : C ∈ C, C ∩ E 6= ∅ for E ∈ I, C ∩ E = ∅ for E ∈ A \ I}.

Then V =
⋃

I∈I VI , where

I = {I : I ⊆ A, A ∩K = ∅ for every A ∈ I,

for every i < r there is an A ∈ I such that A ⊆ Gi}.

Now (α) shows that ν̃VI = ν̃ ′VI for every I ⊆ A, so that ν̃V = ν̃ ′V . Since sets V of the type described
form a base for the Fell topology closed under finite intersections, ν̃ = ν̃ ′ (415H(v)). QQQ

This completes the proof of (a).

(b)(i) In the construction of 495B and (a-i) above, all the normalized subspace measures µ′
H are Radon

measures (416Rb), while of course all the Poisson distributions νH are Radon measures, so the product

measure λ on Ω =
∏
H∈H N×HN has an extension to a Radon measure λ̃ (417Q). Let W be the family of

those sets W ⊆ PX such that ν̃0W and λ̃φ−1[E] are defined and equal. Then W is a Dynkin class. So if
W0 ⊆ W is closed under finite intersections, the σ-algebra of subsets of PX generated by W0 is included in
W. By (a-ii), T0 ⊆ W.

(ii) Let S0 be the topology on PX generated by sets of the form {S : S ∩ G 6= ∅} where G ⊆ X is
open. (So S0 is coarser than the topology S of (a-iii) above.) Then φ : Ω → PX is continuous for the
product topology U on Ω and S0 on PX. PPP If G ⊆ X is open, then

φ−1[{S : S ∩G 6= ∅}] = Ω ∩
⋂
i<r

⋃
H∈H,j∈N

{ω : j < mH(ω), xHj(ω) ∈ Gi}

is open; by 4A2B(a-ii), this is enough. QQQ

(iii) S0 ⊆ W. PPP Because µ is locally finite, the family U of sets of the form

{S : S ∩Gi 6= ∅ for i < r},

where Gi ⊆ X is an open set of finite measure for each i < r, is a base for S0; and U ⊆ T0 ⊆ W. So if
W ∈ S0, V = {V : V ∈ S0 ∩T0, V ⊆W} is an upwards-directed family of sets with union W . Since ν̃0 and

λ̃ are both τ -additive, and φ−1[V ] is open for every V ∈ V,
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λ̃φ−1[W ] = supV ∈V λ̃φ
−1[V ] = supV ∈V ν̃0V = ν̃0W ,

and W ∈ W. QQQ

(iv) If G ⊆ X is open and n ∈ N, W = {S : #(S ∩G) ≥ n} belongs to S0. PPP

W =
⋃
{{S : S ∩Gi 6= ∅ for every i < n} : 〈Gi〉i<n is a disjoint family

of open subsets of G of finite measure}. QQQ

(v) If E0, . . . , Er ⊆ X are sets of finite measure, and n0, . . . , nr ∈ N, then

V = {S : #(S ∩ Ei) ≥ ni for i ≤ r}

belongs to W. PPP Let ǫ > 0. Then there is a δ > 0 such that 1 − e−γδ ≤ ǫ. Let G0, . . . , Gr be open sets
such that Ei ⊆ Gi for i ≤ r and

∑r
i=0 µ(Gi \ Ei) ≤ δ. Set

W = {S : #(S ∩Gi) ≥ ni for i ≤ r}, W0 = {S : S ∩
⋃
i≤r Gi \ Ei 6= ∅};

then W ∈ S0 and W0 ∈ T0, so both belong to W, while

ν̃0W0 = λ̃φ−1[W0] = 1− exp(−γµ(
⋃
i≤r Gi \ Ei)) ≤ ǫ.

Now

W \W0 ⊆ V ⊆W , φ−1[W ] \ φ−1[W0] ⊆ φ−1[V ] ⊆ φ−1[W ].

So

ν̃∗0V − (ν̃0)∗V ≤ ǫ, λ̃∗(φ−1[V ])− λ̃∗(φ−1[V ]) ≤ ǫ, |ν̃∗0V − λ̃
∗(φ−1[V ])| ≤ ǫ.

As ǫ is arbitrary (and ν̃0, λ̃ are complete), V is measured by ν̃0, φ−1[V ] is measured by λ̃, and

|ν̃0V − λ̃φ−1[V ]| = |ν̃∗0V − λ̃
∗(φ−1[V ])| = 0. QQQ

(vi) If E0, . . . , Er ⊆ X are sets of finite measure, n0, . . . , nr ∈ N and j ≤ r, then

{S : #(S ∩ Ei) = ni for i < j, #(S ∩ Ei) ≥ ni for j ≤ i ≤ r}

belongs to W. PPP Induce on j. For j = 0 we just have the case of (v). For the inductive step to j + 1, we
have

{S : #(S ∩ Ei) = ni for i ≤ j, #(S ∩ Ei) ≥ ni for j < i ≤ r}

= {S : #(S ∩ Ei) = ni for i < j, #(S ∩ Ei) ≥ ni for j ≤ i ≤ r}

\ {S : #(S ∩ Ei) = ni for i < j, #(S ∩ Ej) ≥ nj + 1,

#(S ∩ Ei) ≥ ni for j < i ≤ r}

∈ W

because W is a Dynkin class. QQQ

(vii) If E ∈ Σ has finite measure and does not include any non-negligible singleton, then #(E∩φ(ω)) =
gE(ω), as defined in 495B, for λ-almost every ω ∈ Ω. PPP Let AE be the set of those ω ∈ Ω such that

either there are an H ∈ H and j ∈ N such that µ(H ∩ E) = 0 and xHj(ω) ∈ E
or there are an H ∈ H and distinct i, j ∈ N such that xHi(ω) = xHj(ω) ∈ E.

As observed in (a-i) above, {H : H ∈ H, H ∩ E 6= ∅} is countable; while for any H ∈ H and distinct i,
j ∈ N the set {ω : xHi(ω) = xHj(ω) ∈ E} is negligible because the subspace measure on E is atomless
(414G/416Xa), so the diagonal {(x, x) : x ∈ E} is negligible in X2. Consequently λAE = 0. But #(E ∩
φ(ω)) = gE(ω) for every ω ∈ Ω \AE . QQQ

(viii) Now suppose that E0, . . . , Er ⊆ X are disjoint sets of finite measure, none including any non-
negligible singleton, and n0, . . . , nr ∈ N. Then

V = {S : S ⊆ X, #(S ∩ Ei) = ni for every i ≤ r}

belongs to W, by (vi). Next,
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φ−1[V ] = {ω : #(Ei ∩ φ(ω)) = ni for every i ≤ r},

so

ν̃0V = λ̃φ−1[V ] = λ̃{ω : gEi
(ω) = ni for every i ≤ r}

(by (vii))

=
r∏

i=0

λ̃{ω : gEi
(ω) = ni} =

r∏

i=0

(γµEi)ni

ni!
e−γµEi .

Finally, because ν̃∗0C = 1 and ν̃ is the subspace measure on C,

ν̃{C : C ∈ C, #(C ∩ Ei) = ni for every i ≤ r} = ν̃(V ∩ C) = ν̃0V

=

r∏

i=0

(γµEi)ni

ni!
e−γµEi .

This completes the proof of (b).

(c)(i) Taking T ⊇ T0 to be the σ-algebra of subsets of PX generated by sets of the form {S : #(S∩E) =
n} where E ∈ Σf and n ∈ N, (b-viii) tells us that ν̃0↾T satisfies the conditions of 495D, so its completion
ν is the Poisson point process as defined in 495E. Because ν̃0 is complete, it extends ν. (The identity map
from PX to itself is inverse-measure-preserving for ν̃0 and ν̃0↾T, therefore also for their completions ν̃0 and
ν.) Since C has full outer measure for ν̃0, by (a-v), it has full outer measure for ν, and

νC(V ∩ C) = νV = ν̃0V = ν̃(V ∩ C)

whenever ν measures V , so ν̃ extends νC .

(ii) If µ is σ-finite, then there is a sequence 〈Hn〉n∈N of open sets of finite measure covering X. For
each n ∈ N, {S : S ⊆ X, S ∩ Hn is finite} is ν-conegligible. So W = {S : S ∩ Hn is finite for every n} is
ν-conegligible. But W ⊆ C, so C is ν-conegligible.

(d) If X is locally compact then C is Hausdorff (4A2T(e-ii)); so ν̃, being a quasi-Radon probability
measure on a compact Hausdorff space, is a Radon measure (416G).

(e) Now suppose that X is second-countable.

(i) C has a countable network consisting of sets in TC , the subspace σ-algebra induced by the σ-algebra
T of (c-i). PPP Let U be a countable base for T, closed under finite unions, consisting of sets of finite measure.
For U0 ∈ U and finite U0 ⊆ U , set

V (U0,U0) = {C : C ∈ C, C ∩ U0 = ∅, C ∩ U 6= ∅ for every U ∈ U} ∈ TC .

If W ⊆ C is open for the Fell topology and C0 ∈ W , there are a compact set K ⊆ X and a finite family
G ⊆ T such that

C0 ∈ {C : C ∈ C, C ∩K = ∅, C ∩G 6= ∅ for every G ∈ G}.

For G ∈ G let yG be a point of C0 ∩ G. Now there are a U0 ∈ U such that K ⊆ U0 ⊆ X \ C and a family
〈UG〉G∈G in U such that xG ∈ UG ⊆ G for every G ∈ G. In this case,

C0 ∈ V (U0, {UG : G ∈ G}) ⊆W .

As C0 and W are arbitrary, the countable set {V (U0,U0) : U0 ∈ U , U0 ∈ [U ]<ω} is a network for the topology
of C. QQQ

(ii) Since νC measures every set in this countable network, it is a topological measure. Since it is also
complete, and ν̃, being a quasi-Radon probability measure, is the completion of its restriction to the Borel
σ-algebra of C, νC extends ν̃, and the two must be equal.

495R Proposition Let (X,T) be a σ-compact locally compact Hausdorff space and M∞+
R (X) the set

of Radon measures on X. Give M∞+
R (X) the topology generated by sets of the form {µ : µG > α} and
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{µ : µK < α} where G ⊆ X is open, K ⊆ X is compact and α ∈ R. Let C be the space of closed subsets of
X with its Fell topology, and PR(C) the set of Radon probability measures on C with its narrow topology
(definition: 437Jd). For µ ∈M∞+

R (X) and γ > 0 let ν̃µ,γ be the Radon measure on C defined from µ and γ

as in 495Q. Then the function (µ, γ) 7→ ν̃µ,γ : M∞+
R (X)× ]0,∞[→ PR(C) is continuous.

proof (a) Note that because X is σ-compact, every Radon measure on X is σ-finite, therefore outer regular
with respect to the open sets (412Wb), and we can apply 495Q to build the measures ν̃µ,γ . Just as in 495E
for ordinary Poisson point processes, the uniqueness assertion in 495Qa assures us that ν̃µ,γ = ν̃γµ,1 for all
γ and µ. Of course the sets

{(µ, γ) : γµG > α}, {(µ, γ) : γµK < α}

where G ⊆ X is open, K ⊆ X is compact and α ∈ R, are all open in M∞+
R (X) × ]0,∞[; so the map

(µ, γ) 7→ γµ is continuous. It will therefore be enough to show that the map µ 7→ ν̃µ,1 : M∞+
R (X)→ PR(C)

is continuous. Write ν̃µ for ν̃µ,1.

(b) Fix an open set W0 ⊆ C, α0 > 0 and µ0 ∈ M
∞+
R (X) such that ν̃µ0

W0 > α0. Let E be the family of
relatively compact Borel subsets E of X such that µ0(∂E) = 0. Then E is a subring of PX (4A2Bi). Also
µ 7→ µE : M∞+

R (X)→ [0,∞[ is continuous at µ0 for every E ∈ E . PPP If E ∈ E and ǫ > 0, then

{µ : µ0E − ǫ < µE < µ0E + ǫ}

⊇ {µ : µ(intE) > µ0(intE)− ǫ, µE < µ0E + ǫ}

is a neighbourhood of µ0. QQQ

(c) Next, U = E ∩ T is a base for T (411Gi). It follows that the family V of sets of the form

{C : C ∈ C, C ∩ Ui 6= ∅ for i < r, C ∩ U = ∅},

where U , U0, . . . ∈ U , is a base for the Fell topology on C. PPP If W ⊆ C is open for the Fell topology and
C0 ∈W , there are r ∈ N, open sets Gi ⊆ X for i < r and a compact set K ⊆ X such that

C0 ∈ {C : C ∩Gi 6= ∅ for each i < r, C ∩K = ∅} ⊆W .

For each i < r choose xi ∈ C0 ∩ Gi and Ui ∈ U such that xi ∈ Ui ⊆ Gi. Because X is locally compact
and Hausdorff, it is regular, so every point of K belongs to a member of U with closure disjoint from C0;
because U is closed under finite unions, there is a U ∈ U such that K ⊆ U and C0 ∩ U = ∅. Now

{C : C ∈ C, C ∩ Ui 6= ∅ for i < r, C ∩ U = ∅}

belongs to V, contains C0 and is included in W . As C0 and W are arbitrary, V is a base for the Fell topology
on C. QQQ

(d) If V ∈ V, then µ 7→ ν̃µV : M∞+
R (X) → [0, 1] is continuous at µ0. PPP Express V as {C : C ∈ C,

C ∩ Ui 6= ∅ for i < r, C ∩ U = ∅}, where Ui, U ∈ U . Let A be the set of atoms of the finite subring of E
generated by {Ui : i < r} ∪ {U}. For I ⊆ A set

VI = {C : C ∈ C, I = {A : A ∈ A, C ∩A 6= ∅}}.

Let I be the set of those I ⊆ A such that A ∩ U = ∅ for every A ∈ I and for every i < r there is an A ∈ I
such that A ⊆ Ui. Then 〈VI〉I∈I is a partition of V . Moreover, for any µ ∈M∞+

R (X) and I ⊆ A,

ν̃µVI =
∏
A∈A\I e

−µA ·
∏
A∈I(1− e−µA).

Since each µ 7→ µA is continuous at µ0, by (a), so are the functionals µ 7→ ν̃µVI , for I ⊆ A, and µ 7→ ν̃µV =∑
I∈I ν̃µVI . QQQ

(e) Let V∗ be the family of Borel subsets V of C such that µ 7→ ν̃µV : M∞+
R (X)→ [0,∞[ is continuous at

µ0. Then V ⊆ V∗ (by (c)), C ∈ V∗ and V \ V ′ ∈ V∗ whenever V , V ′ ∈ V∗ and V ′ ⊆ V . Because V is closed
under finite intersections, it follows that V∗ includes the algebra of subsets of C generated by V (313Ga); in
particular, any finite union of members of V belongs to V∗.

(f) Let us return to the open set W0 ⊆ C and the α0 ∈ R of part (a). Because ν̃µ0
is τ -additive and V is

a base for the topology of C ((b) above), there is a finite family V0 ⊆ V such that V0 =
⋃
V0 is included in

W0 and ν̃µ0
V0 > α0. But this means that
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{µ : µ ∈M∞+
R (X), ν̃µW0 > α0} ⊇ {µ : µ ∈M∞+

R (X), ν̃µV0 > α0}

is a neighbourhood of µ0. As µ0 is arbitrary, {µ : ν̃µW0 > α0} is open; as W0 and α0 are arbitrary, µ 7→ ν̃µ
is continuous.

495S There are many constructions which, in particular cases, can be used as an alternative to the
method of 495B-495D in setting up Poisson point processes. I give one which applies to the half-line [0,∞[
with Lebesgue measure.

Theorem Let γ > 0, and let ν be the Poisson point process on [0,∞[, with Lebesgue measure, with intensity
γ. Let λ0 be the exponential distribution with expectation 1/γ, regarded as a Radon probability measure

on ]0,∞[, and λ the corresponding product measure on ]0,∞[
N

. Define φ : ]0,∞[
N → P([0,∞[) by setting

φ(x) = {
∑n
i=0 x(i) : n ∈ N} for x ∈ ]0,∞[

N
. Then φ is a measure space isomorphism between ]0,∞[

N
and a

ν-conegligible subset of P([0,∞[).

Remark As I seem not to have mentioned exponential distributions earlier in this treatise, I remark now
that the exponential distribution with parameter γ has distribution function

F (t) = 0 if t < 0, 1− e−γt if t ≥ 0,

and probability density function

f(t) = 0 if t ≤ 0, γe−γt if t > 0;

its expectation is
∫∞

0
γte−γtdt = −

∫∞

0

d

dt

(γt+1

γ
e−γt

)
dt =

1

γ
.

Because (when regarded as a Radon probability measure on R, following my ordinary rule set out in §271)
it gives measure zero to ]−∞, 0], it can be identified with the subspace measure on ]0,∞[, as here.

proof (a) For each n ∈ N, #(S ∩ [0, n]) is finite for ν-almost every S; so the set

Q0 = {S : S ⊆ [0,∞[, #(S ∩ [0, n]) is finite for every n}

is ν-conegligible. Next, the sets {S : S ∩ [n, n+ 1[ 6= ∅} are ν-independent and have measure 1− e−γ > 0, so

{S : S ∩ [n, n+ 1[ 6= ∅ for infinitely many n}

is ν-conegligible (273K). Finally, ν{S : 0 ∈ S} = 0, so Q = {S : S ∈ Q0, 0 /∈ S, S is infinite} is ν-conegligible.
For S ∈ Q, let 〈gn(S)〉n∈N be the increasing enumeration of S. Let T be the σ-algebra of subsets of P([0,∞[)
generated by sets of the form {S : #(S ∩ E) = n} where E ⊆ [0,∞[ has finite measure and n ∈ N. Then,
for n ∈ N and α ≥ 0, {S : gn(S) ≤ α} = {S : #(S ∩ [0, α]) ≥ n + 1} belongs to T, so gn is T-measurable.

Set h0(S) = g0(S), hn(S) = gn(S) − gn−1(S) for n ≥ 1, and h(S) = 〈hn(S)〉n∈N; then h : Q → ]0,∞[
N

is a
bijection, and its inverse is φ.

(b) For each k ∈ N, IS = {i : i ∈ N, S ∩
[
2−ki, 2−k(i+ 1)

[
6= ∅} is infinite for every S ∈ Q. So we can

define gkn : Q→ ]0,∞[, for each n, by taking gkn(S) = 2−k(j + 1) if j ∈ IS and #(IS ∩ j) = n. Because all
the sets {S : j ∈ IS} belong to T, each gkn is T-measurable, and 〈gkn〉k∈N is a non-increasing sequence with
limit gn. Set hk0(S) = gk0(S) and hkn(S) = gkn(S)− gk,n−1(S) for n ≥ 1. Then hn = limk→∞ hkn.

(c) For any n ∈ N, j0, . . . , jn ∈ N, k ∈ N, set j′r =
∑r
i=0 ji for r ≤ n. Then
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ν{S : S ∈ Q, hki(S) = 2−k(ji + 1) for every i ≤ n}

= ν{S : S ∈ Q, gkr(S) = 2−k(r + 1 + j′r) for every r ≤ n}

= ν{S : S ∩
[
2−k(r + j′r), 2

−k(r + 1 + j′r)
[
6= ∅ for every r ≤ n,

S ∩
[
0, 2−kj0

[
= ∅,

S ∩
[
2−k(r + 1 + j′r), 2

−k(r + 1 + j′r+1)
[

= ∅ for every r < n}

= (1− exp(−2−kγ))n+1 exp(−2−kγj0)
∏

r<n

exp(−2−kγ(j′r+1 − j
′
r))

=

n∏

i=0

(1− exp(−2−kγ)) exp(−2−kγji).

This means that the hki, for i ∈ N are independent, with

Pr(hki = 2−k(j + 1)) = (1− e−2−kγ)e−2−kγj

for each j. Since hki → hi ν-a.e. for each i, 〈hi〉i∈N is also independent (367W). Now, for any α > 0,

Pr(hki ≤ α) =
∑

2−k(j+1)≤α

(1− exp(−2−kγ)) exp(−2−kγj)

= 1− exp(−2−kγ⌊2kα⌋)→ 1− e−γα

as k →∞. So

Pr(hi ≤ α) = inf
β>α

lim inf
k→∞

Pr(hki ≤ β)

(271L)

= inf
β>α

1− e−γβ = 1− e−γα

for every α ≥ 0 and every i ∈ N.

(d) Accordingly 〈hi〉i∈N is an independent sequence of random variables, each exponentially distributed

with expectation 1/γ. It follows that h : Q→ ]0,∞[
N

is inverse-measure-preserving for the subspace measure
νQ and λ (254G).

Observe next that if E ⊆ [0,∞[ is Lebesgue measurable and n ∈ N, then

{x : x ∈ ]0,∞[
N

, #(φ(x) ∩ E) = n} =
⋃
I∈[N]n{x :

∑j
i=0 x(i) ∈ E ⇐⇒ j ∈ I} ∈ Λ,

writing Λ for the domain of λ. So φ is (Λ,T)-measurable. Now, for any W ∈ T,

λφ−1[W ] = ν(h−1[φ−1[W ]]) = ν(W ∩Q) = νW .

So φ is inverse-measure-preserving for λ and for ν↾T. Since λ is complete and ν is defined as the completion
of its restriction to T, φ is inverse-measure-preserving for λ and ν. Thus φ and h are the two halves of an

isomorphism between (]0,∞[
N
, λ) and the subspace (Q, νQ), as claimed.

495X Basic exercises

(b) Let (X,Σ, µ) be an atomless measure space, and ν a Poisson point process on X. (i) Show that [X]≤ω

has full outer measure for ν. (ii) Show that if µ is semi-finite then [X]≤ω is conegligible iff µ is σ-finite. (iii)
Show that if µ is semi-finite, then [X]<ω is non-negligible iff [X]<ω is conegligible iff µ is totally finite.
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(c) Let (X,Σ, µ) be a strictly localizable measure space and 〈Xi〉i∈I a decomposition of X. Let ν be
the Poisson point process on X with intensity 1, and for each i ∈ I let νi be the Poisson point process on
Xi with intensity 1 corresponding to the subspace measure µXi

on Xi. Let λ be the product of the family
〈νi〉i∈I . Show that the map S 7→ 〈S ∩Xi〉i∈I : PX →

∏
i∈I PXi is inverse-measure-preserving for ν and λ.

>>>(d) Let (X,Σ, µ) be an atomless measure space and T a topology on X such that X is covered by a
sequence of open sets of finite outer measure. Let ν be a Poisson point process on X. Show that ν-almost
every set S ⊆ X is locally finite in the sense that X is covered by the open sets meeting S in finite sets; in
particular, if X is T1, then ν-almost every subset of X is closed.

>>>(e)(i) Let (X,Σ, µ) be an atomless measure space, and for γ > 0 let νγ be the Poisson point process
on X with intensity γ. Show that for any γ, δ > 0 the map (S, T ) 7→ S ∪ T : PX × PX → PX is inverse-
measure-preserving for the product measure νγ × νδ and νγ+δ. (ii) Let X be a set, Σ a σ-algebra of subsets
of X, and 〈µi〉i∈I a countable family of measures with domain Σ such that µ =

∑
i∈I µi is atomless. Let

ν, νi be the Poisson point processes with intensity 1 corresponding to the measures µ, µi. Show that the
map 〈Si〉i∈I 7→

⋃
i∈I Si : (PX)I → PX is inverse-measure-preserving for the product measure

∏
i∈I νi and

ν. (iii) Compare with 495Xc(i).

(f) Let (X,Σ, µ) be an atomless semi-finite measure space, and ν the Poisson point process on X with
intensity 1. Show that ν is perfect iff µ is.

(g) Let (A, µ̄) be a measure algebra. Show that there is a probability measure λ on RAf

such that (i) for
every a ∈ Af the corresponding marginal measure on R is the Poisson distribution with expectation µ̄a (ii)

whenever a0, . . . , an ∈ Af are disjoint, the functions z 7→ z(ai) : RAf

→ R are stochastically independent
with respect to λ. (Hint : prove the result for finite A and use 454D.) Use this to prove 495M.

(h) Let U be a Hilbert space. Show that there are a probability algebra (B, λ̄) and a linear operator
T : U → L2(B) such that (i) for every u ∈ U , Tu has a normal distribution with expectation 0 and variance
‖u‖22 (ii) if 〈ui〉i∈I is an orthogonal family in U then 〈Tui〉i∈I is λ̄-independent. (Hint : see the proof of
456K.)

(i) Let ν be the Poisson point process with intensity 1 on [0,∞[ with Lebesgue measure. Set Q0 = {S :
S ⊆ [0,∞[, S∩ [0, n] is finite for every n} and for S ∈ Q0 set ψ(S)(t) = #(S∩ [0, t]) for t ∈ [0,∞[. Show that
ψ is inverse-measure-preserving for the subspace measure νQ0

and the distribution on R[0,∞[ corresponding
to the Poisson process of 455Xh.

(j) Let (Y,T, ν) be a probability space, and λ0 the exponential distribution with expectation 1, regarded

as a Radon measure on ]0,∞[. Let λ be the product measure λN0 × νN on ]0,∞[
N × Y N. Set φ(x, y) =

{(
∑n
i=0 x(i), y(n)) : n ∈ N} for x ∈ ]0,∞[

N
and y ∈ Y N. Show that φ : ]0,∞[

N × Y N → P(]0,∞[ × Y ) is a

measure space isomorphism between (]0,∞[
N × Y N, λ) and a conegligible set for the Poisson point process

on ]0,∞[× Y with intensity 1 for the c.l.d. product measure µL × ν, where µL is Lebesgue measure.

(k) Let C be the family of closed subsets of [0,∞[. Let ρ be the usual metric on [0,∞[ and ρ̃ the
corresponding Hausdorff metric on C \ {∅} (4A2T). Let ν be the Poisson point process on [0,∞[ with
intensity 1 over Lebesgue measure. Show that every member of C \ {∅} has a ν-negligible ρ̃-neighbourhood.

(l) Show that the topology on M+
R (X) described in 495R is just the topology induced by the natural

embedding of MR(X) into Ck(X)∼ (436J) and the weak topology Ts(Ck(X)∼, Ck(X)), where Ck(X) is the
Riesz space of continuous real-valued functions on X with compact support.

(m) Let C be the set of closed subsets of [0,∞[ with its Fell topology. For δ ∈ ]0, 1] let λδ be the measure
on {0, 1}N which is the product of copies of the measure on {0, 1} in which {1} is given measure δ. Define
φδ : {0, 1}N → C by setting φδ(x) = {nδ : n ∈ N, x(n) = 1}, and let ν̃δ be the Radon measure λδφ

−1
δ on C.

Show that the Radon measure on C representing the Poisson point process on [0,∞[ with intensity 1 over
Lebesgue measure is the limit limδ↓0 ν̃δ for the narrow topology on the space of Radon probability measures
on C.
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(n) Show that the standard gamma distribution with expectation 1 is the exponential distribution with
expectation 1.

(o) Let r ≥ 1 be an integer; let µ be Lebesgue measure on Rr and βr the volume of the unit ball in Rr.
Set ψ(t) = (t/βr)

1/r for t ≥ 0, so that the volume of a ball of radius ψ(t) is t. Let Sr−1 be the unit sphere
in Rr and θ the invariant Radon probability measure on Sr−1, so that θ is a multiple of (r− 1)-dimensional
Hausdorff measure (see 476I). Let λ0 be the exponential distribution with expectation 1, regarded as a

Radon probability measure on ]0,∞[, and λ the product measure λN0 × θ
N on ]0,∞[

N × SN
r−1. Set

φ(x, z) = {ψ(
∑n
i=0 x(i))z(n) : n ∈ N}

for x ∈ ]0,∞[
N

and z ∈ SN
r−1. Show that φ : ]0,∞[

N × SN
r−1 → P(Rr) is a measure space isomorphism

between ]0,∞[
N × SN

r−1 and a conegligible set for the Poisson point process on Rr with intensity 1.

495Y Further exercises (a) Let U be an L-space. Show that there are a probability algebra (B, λ̄)
and a linear operator T : U → L0(B) such that (i) for every u ∈ U , Tu has a Cauchy distribution with
centre 0 and scale parameter ‖u‖ (ii) if 〈ui〉i∈I is a disjoint family in U then 〈Tui〉i∈I is λ̄-independent.

(b) Let U be an L-space. Show that there are a probability algebra (B, λ̄) and a linear operator T : U →
L1(B, λ̄) such that (i) for every u ∈ U+, Tu has a standard gamma distribution (definition: 455Xj) with
expectation ‖u‖ (ii) if 〈ui〉i∈I is a disjoint family in U then 〈Tui〉i∈I is λ̄-independent.

(c) Let (A, µ̄) be a measure algebra. For α, y ∈ R set hy(α) = eiyα, and let h̄y : L0(A) → L0
C

(A)
(definition: 366M6) be the corresponding operator (to be defined, following the ideas of 364H7 or otherwise).
Show that there are a probability algebra (B, λ̄) and a positive linear operator T : L1(A, µ̄)→ L1(B, λ̄) such
that (i) ‖Tu‖1 = ‖u‖1 whenever u ∈ L1(A, µ̄)+ (ii) 〈Tui〉i∈I is λ̄-independent in L0(B) whenever 〈ui〉i∈I is
a disjoint family in L1(A, µ̄) (iii)

∫
h̄y(Tu)dλ̄ = exp(

∫
(h̄y(u)− χ1)dµ̄) for every u ∈ L1(A, µ̄) and y ∈ R.

(d) Let (X, ρ) be a totally bounded metric space, µ a Radon measure on X and γ > 0. Let C be the set
of closed subsets of X, and ν̃ the quasi-Radon measure of 495Q; let ρ̃ be the Hausdorff metric on C \ {∅}.
Show that the subspace measure on C \ {∅} induced by ν̃ is a Radon measure for the topology induced by ρ̃.

495 Notes and comments The underlying fact on which this section relies is that the Poisson distributions
form a one-parameter semigroup of infinitely divisible distributions, with να ∗ νβ = να+β for all α, β > 0.
Other well-known families with this property are normal distributions, Cauchy distributions and gamma
distributions; for each of these we have results corresponding to 495B and 495N (495Xh, 495Ya, 495Yb). The
same distributions appeared, for the same reason, in the Lévy processes of §455. Observe that the version for
the normal distribution is related to the Gaussian processes of §456. The ‘compound Poisson’ distributions of
495P provide further examples, which approach the general form of infinitely divisible distributions (Loève
77, §23, or Fristedt & Gray 97, §16.3).

The special feature of the Poisson point process, in this context, is the fact that (for atomless measure
spaces (X,µ)) it can be represented by a measure on PX rather than on some abstract auxiliary space (495D);
so that we have a notion of ‘random subset’, and can discuss the expected topological properties of subsets
of X (495Xb, 495Xd). In Euclidean spaces the geometric properties of these random subsets are also of great
interest; see Meester & Roy 96. Here I look at the relations between this construction and others which
have been prominent in this book, such as inverse-measure-preserving functions (495J) and disintegrations
(495K-495L). In the latter we find ourselves in an interesting difficulty. If, as in 495K, we have a measure

space X = X̃ × [0, 1], where X̃ is an atomless measure space, then it is natural to suppose that our Poisson

process on X can be represented by picking a random subset T of X̃ and then, for each t ∈ T , a random

(t, α) ∈ X. The obvious model for this idea is the map (T, z) 7→ {(t, z(t)) : t ∈ T} : PX̃ × [0, 1]X̃ → PX.

The problem with this model is that the map is simply not measurable for the standard σ-algebras on PX̃,

PX̃ × [0, 1]X̃ and PX. When we have a canonical ordering in order type ω of almost every subset of X̃

6Formerly 364Yn.
7Formerly 364I.
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(‘almost every’ with respect to the Poisson point process on X̃, of course), as in 495Xo, there can be a way

around this, cutting [0, 1]X̃ down to a countable product and re-inventing the representation of pairs (T, z)
as subsets of X. But in the general case it seems that we have to set up a disintegration of the Poisson point
process on X over the Poisson point process on X̃ which does not correspond to any measure on a product
PX̃ × Ω.

Following my usual custom, I have expressed the theorems of this section in terms of arbitrary (atomless)
measure spaces. The results are not quite without interest when applied to totally finite measures, but their
natural domain is the class of non-totally-finite σ-finite measures, as in 495Q-495S. There is an unavoidable
obstacle if we wish to extend the ideas to measure spaces which are not atomless. The functions S 7→ #(S∩E)
may no longer have Poisson distributions, since if E is a singleton of positive measure then we shall have
a non-trivial two-valued random variable. In 495Q-495R I take one of the possible resolutions of this, with
measures ν̃ on spaces of subsets for which at least the sets {S : S ∩E = ∅}, for disjoint E, are independent.
An alternative which is sometimes appropriate is to work with functions h : X → N and

∑
x∈E h(x) in place

of subsets S of X and #(S ∩ E); see Fristedt & Gray 97, §29.
In 495M-495O we have a little cluster of results which are relevant to rather different questions, to which

I will return in Chapter 52 of Volume 5. The objective here is to connect the structure of a measure algebra
or Banach lattice of arbitrarily large cellularity with something which can be realized in a probability space.
In each case, disjointness is transformed into stochastic independence. Once again, the special feature of
the Poisson point process is that we have a concrete representation of a linear operator which can also be
described in a more abstract way (495O).

The construction of 495B-495D seems to be the most straightforward way to generate Poisson point
processes. It fails however to give a direct interpretation of one of the most important approaches to these
processes, as limits of purely atomic processes in which sets are chosen by including or excluding individual
points independently (495Xm). In order to make sense of the limit here it seems that we need to put some
further structure onto the underlying measure space, and ‘σ-finite locally compact Radon measure space’ is
sufficient to give a positive result (495R).

Version of 27.5.09

496 Maharam submeasures

The old problem of characterizing measurable algebras led, among other things, to the concepts of ‘Ma-
haram submeasure’ and ‘Maharam algebra’ (§393). It is known that these can be very different from
measures (§394), but the differences are not well understood. In this section I will continue the work of
§393 by showing that some, at least, of the ways in which topologies and measures interact apply equally
to Maharam submeasures. The most important of these interactions are associated with the concept of
‘Radon measure’, so the first step is to find a corresponding notion of ‘Radon submeasure’ (496C, 496Y).
In 496D-496K I run through a handful of theorems which parallel results in §§416 and 431-433. Products of
submeasures remain problematic, but something can be done (496L-496M).

496A Definitions As we have hardly had ‘submeasures’ before in this volume, I repeat the essential
definitions from Chapter 39. If A is a Boolean algebra, a submeasure on A is a functional µ : A→ [0,∞]
such that µ0 = 0 and µa ≤ µ(a ∪ b) ≤ µa+ µb for all a, b ∈ A (392A). µ is strictly positive if µa > 0 for
every a ∈ A\{0} (392Ba), exhaustive if limn→∞ µan = 0 for every disjoint sequence 〈an〉n∈N in A (392Bb),
totally finite if µ1 < ∞ (392Bd), a Maharam submeasure if it is totally finite and limn→∞ µan = 0
for every non-increasing sequence 〈an〉n∈N in A with zero infimum (393A). A Maharam submeasure is
sequentially order-continuous (393Ba). If µ and ν are two submeasures on a Boolean algebra A, then µ is
absolutely continuous with respect to ν if for every ǫ > 0 there is a δ > 0 such that µa ≤ ǫ whenever
νa ≤ δ (392Bg). A Maharam algebra is a Dedekind σ-complete Boolean algebra which carries a strictly
positive Maharam submeasure (393E).

496B Basic facts I list some elementary ideas for future reference.

(a) Let µ be a submeasure on a Boolean algebra A.
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(i) Set I = {a : a ∈ A, µa = 0}. Clearly I is an ideal of A; write C for the quotient Boolean algebra
A/I. Then we have a strictly positive submeasure µ̄ on C defined by setting µ̄a• = µa for every a ∈ A. PPP
If a• = b• then

µ(a \ b) = µ(b \ a) = µ(a△ b) = 0, µa = µ(a ∩ b) = µb;

so µ̄ is well-defined. The formulae defining ‘submeasure’ transfer directly from µ to µ̄. If µ̄a• = 0 then
µa = 0, a ∈ I and a• = 0, so µ̄ is strictly positive. QQQ

(ii) If µ is exhaustive, so is µ̄. PPP If 〈an〉n∈N is a sequence in A such that 〈a•
n〉n∈N is disjoint in A/I,

set bn = an \ supi<n ai for each n; then 〈bn〉n∈N is disjoint so

limn→∞ µ̄a•
n = limn→∞ µ̄b•n = limn→∞ µbn = 0;

thus µ̄ is exhaustive. QQQ

(iii) If A is Dedekind σ-complete and µ is a Maharam submeasure, then C is a Maharam algebra. PPP
As µ is sequentially order-continuous, I is a σ-ideal and C is Dedekind σ-complete (314C). Now suppose that
〈an〉n∈N is a sequence in A such that 〈a•

n〉n∈N is non-increasing and has zero infimum in C. Set bn = infi≤n ai
for each n, and a = infn∈N an; then a• = 0 so µa = 0 and (again because µ is sequentially order-continuous)

limn→∞ µ̄a•
n = limn→∞ µ̄b•n = limn→∞ µbn = µa = 0.

Since we already know that µ̄ is a strictly positive submeasure, it is a strictly positive Maharam submeasure
and C is a Maharam algebra. QQQ

In this context I will say that C is the Maharam algebra of µ.

(b) If µ is a strictly positive totally finite submeasure on a Boolean algebra A, there is an associated

metric (a, b) 7→ µ(a△ b) (392H); the corresponding metric completion Â admits a continuous extension of

µ to a strictly positive submeasure µ̂ on Â. If µ is exhaustive, then µ̂ is a Maharam submeasure and Â is
a Maharam algebra (393H). A Maharam algebra is ccc, therefore Dedekind complete, and weakly (σ,∞)-
distributive (393Eb).

(c) If µ is a submeasure defined on an algebra Σ of subsets of a set X, I will say that the null ideal
N (µ) of µ is the ideal of subsets of X generated by {E : E ∈ Σ, µE = 0}. If N (µ) ⊆ Σ I will say that
µ is complete. Generally, the completion of µ is the functional µ̂ defined by saying that µ̂(E△A) = µE
whenever E ∈ Σ and A ∈ N (µ); it is elementary to check that µ̂ is a complete submeasure.

(d) If A is a Maharam algebra, and µ, ν are two strictly positive Maharam submeasures on A, then each
is absolutely continuous with respect to the other (393F). Consequently the metrics associated with them
are uniformly equivalent, and induce the same topology, the Maharam-algebra topology of A (393G).

496C Radon submeasures Let X be a Hausdorff space. A totally finite Radon submeasure on X
is a complete totally finite submeasure µ defined on a σ-algebra Σ of subsets of X such that (i) Σ contains
every open set (ii) inf{µ(E \K) : K ⊆ E is compact} = 0 for every E ∈ Σ.

In this context I will say that a set E ∈ Σ is self-supporting if µ(E ∩G) > 0 whenever G ⊆ X is open
and G ∩ E 6= ∅.

496D Proposition Let µ be a totally finite Radon submeasure on a Hausdorff space X with domain Σ.
(a) µ is a Maharam submeasure.
(b) inf{µ(G \ E) : G ⊇ E is open} = 0 for every E ∈ Σ.
(c) If E ∈ Σ there is a relatively closed F ⊆ E such that F is self-supporting and µ(E \ F ) = 0.
(d) If E ∈ Σ and ǫ > 0 there is a compact self-supporting K ⊆ E such that µ(E \K) ≤ ǫ.

proof (a) Let 〈En〉n∈N be a non-increasing sequence in Σ with empty intersection. ??? If infn∈N µEn = ǫ > 0,
then for each n ∈ N choose a compact set Kn ⊆ En such that µ(En \Kn) ≤ 2−n−2ǫ. For each n ∈ N,

µ(En \
⋂
i≤nKi) ≤

∑n
i=0 µ(Ei \Ki) < ǫ ≤ µEn,

so
⋂
i≤nKi 6= ∅. There is therefore a point in

⋂
n∈N

Kn ⊆
⋂
n∈N

En. XXX As 〈En〉n∈N is arbitrary, µ is a
Maharam submeasure.
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(b) We have only to observe that

inf{µ(G \ E) : G ⊇ E and G is open}

≤ inf{µ((X \ E) \K) : K ⊆ X \ E is compact} = 0.

(c) Let G be the family of open subsets G of X such that µ(E ∩ G) = 0, and H =
⋃
G. Then G is

upwards-directed. If ǫ > 0 there is a compact set K ⊆ E ∩H such that µ(E ∩H \K) ≤ ǫ; now there is a
G ∈ G such that K ⊆ G and µ(E ∩H) ≤ ǫ+ µK = ǫ. As ǫ is arbitrary, H ∈ G; set F = E \H.

(d) There is a compact K0 ⊆ E such that µ(E \K0) ≤ ǫ; by (c), there is a closed self-supporting K ⊆ K0

such that µ(K0 \K) = 0.

496E Theorem LetX be a Hausdorff space and K the family of compact subsets ofX. Let φ : K → [0,∞[
be a bounded functional such that

(α) φ∅ = 0 and φK ≤ φ(K ∪ L) ≤ φK + φL for all K, L ∈ K;
(β) whenever K ∈ K and ǫ > 0 there is an L ∈ K such that L ⊆ X \K and φK ′ ≤ ǫ whenever

K ′ ∈ K is disjoint from K ∪ L;
(γ) whenever K, L ∈ K and K ⊆ L then φL ≤ φK + sup{φK ′ : K ′ ∈ K, K ′ ⊆ L \K}.

Then there is a unique totally finite Radon submeasure on X extending φ.

proof (a) For A ⊆ X write φ∗A = sup{φK : K ⊆ A is compact}. Then φ∗ extends φ, by (α). Also
φ∗(

⋃
n∈N

Gn) ≤
∑∞
n=0 φ∗Gn for every sequence 〈Gn〉n∈N of open subsets of X. PPP If K ⊆

⋃
n∈N

Gn is
compact, it is expressible as

⋃
i≤nKi where n ∈ N and Ki ⊆ Gi is compact for every i ≤ n (4A2Fj). Now

φK ≤
∑n
i=0 φKi ≤

∑∞
i=0 φ∗Gi.

As K is arbitrary, φ∗(
⋃
n∈N

Gn) ≤
∑∞
n=0 φ∗Gn. QQQ In particular, because φ∅ = 0, φ∗(G ∪H) ≤ φ∗G+ φ∗H

for all open G, H ⊆ X.

(b) Let Σ be the family of subsets E of X such that for every ǫ > 0 there is a K ⊆ X such that K ∩ E
and K \ E are both compact and φ∗(X \K) ≤ ǫ. Then Σ is an algebra of subsets of X including K. PPP (i)
Of course X \E ∈ Σ whenever E ∈ Σ. (ii) If E, F ∈ Σ and ǫ > 0, let K, L ⊆ X be such that K ∩E, K \E,
L ∩ F and L \ F are all compact and φ∗(X \K), φ∗(X \ L) are both at most 1

2ǫ. Then (K ∩ L) ∩ (E ∪ F )
and (K ∩ L) \ (E ∪ F ) are both compact, and

φ∗(X \ (K ∩ L)) ≤ φ∗(X \K) + φ∗(X \ L) ≤ ǫ.

As ǫ is arbitrary, E ∪ F ∈ Σ. (iii) By hypothesis (β), K ⊆ Σ. QQQ

(c) Σ is a σ-algebra of subsets of X. PPP Let 〈En〉n∈N be a sequence in Σ with intersection E, and ǫ > 0.
For each n ∈ N let Kn ⊆ X be such that Kn ∩ En and Kn \ En are compact and φ∗(X \Kn) ≤ 2−nǫ; set
K =

⋂
n∈N

Kn. Set L =
⋂
n∈N

Kn ∩ En, so that L ⊆ E is compact, and let L′ ⊆ X \ L be a compact set
such that φ∗(X \ (L ∪ L′)) ≤ ǫ; set K ′ = K ∩ (L ∪ L′). Then φ∗(X \K ′) ≤ 3ǫ. As L′ ∩ L = ∅ there is an
n ∈ N such that L′ ∩

⋂
i≤nKi ∩ Ei is empty. Now

K ∩ L′ ⊆
⋃
i≤n(X \ (Ki ∩ Ei)) ∩

⋂
i≤nKi ⊆

⋃
i≤nX \ Ei ⊆ X \ E,

so K ′ ∩ E = K ∩ L and K ′ \ E = K ∩ L′ are compact. As ǫ is arbitrary, E ∈ Σ. QQQ

(d) Set µ = φ∗↾Σ. Then µ is subadditive. PPP Suppose that E, F ∈ Σ and K ⊆ E ∪ F is compact. Let
ǫ > 0. Then there are L1, L2 ∈ K such that L1 ∩ E, L1 \ E, L2 ∩ F and L2 \ F are all compact, while
φ∗(X \ L1) and φ∗(X \ L2) are both at most ǫ. Set K1 = L1 ∩ E and K2 = L2 ∩ F , so that

φK ≤ φ(K ∪K1 ∪K2) ≤ φ(K1 ∪K2) + φ∗(K \ (K1 ∪K2))

(by hypothesis (γ))

≤ φK1 + φK2 + φ∗(X \ (L1 ∩ L2)) ≤ φ∗E + φ∗F + 2ǫ.

As ǫ and K are arbitrary, φ∗(E ∪ F ) ≤ φ∗E + φ∗F . QQQ
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(e) Every open set belongs to Σ. PPP Let G ⊆ X be open, and ǫ > 0. Applying (β) with K = ∅
we have an L ∈ K such that φ∗(X \ L) ≤ ǫ. Next, there is an L′ ∈ K, disjoint from L \ G, such that
φ∗(X \ ((L \ G) ∪ L′)) ≤ ǫ. Set L′′ = L ∩ ((L \ G) ∪ L′). Then L′′ ∩ G = L ∩ L′ and L′′ \ G = L \ G are
compact and φ∗(X \ L′′) ≤ 2ǫ. QQQ

(f) If E ⊆ F ∈ Σ and µF = 0 then E ∈ Σ. PPP Let ǫ > 0. Let K ⊆ X be such that K ∩ F and K \ F are
both compact and φ∗(X \K) ≤ ǫ. Then (K \ F ) ∩ E and (K \ F ) \ E are both compact, and

φ∗(X \ (K \ F )) = µ(X \ (K \ F )) ≤ µ(X \K) + µF = φ∗(X \K) ≤ ǫ.

As ǫ is arbitrary, E ∈ Σ. QQQ

(g) If E ∈ Σ and ǫ > 0, there is a compact K ⊆ E such that µ(E \K) ≤ ǫ. PPP Let K0 ⊆ X be such that
K0 ∩E and K0 \E are both compact and φ∗(X \K0) ≤ ǫ. Set K = E ∩K0. If L ∈ K and L ⊆ E \K then
φL ≤ φ∗(X \K0) ≤ ǫ; so µ(E \K) ≤ ǫ. QQQ

(h) So µ is a totally finite Radon submeasure. To see that it is unique, let µ′ be another totally finite
Radon submeasure with the same properties, and Σ′ its domain. By condition (ii) of 496C, µ′ = φ∗↾Σ′.
If E ∈ Σ there are sequences 〈Kn〉n∈N, 〈Ln〉n∈N of compact sets such that Kn ⊆ E, Ln ⊆ X \ E and
µ(E \Kn) + µ((X \E) \Ln) ≤ 2−n for every n. Set F =

⋃
n∈N

Kn and F ′ =
⋃
n∈N

Ln; then F ∪F ′ belongs
to Σ ∩ Σ′ and

µ′(X \ (F ∪ F ′)) = φ∗(X \ (F ∪ F ′)) = µ(X \ (F ∪ F ′))

≤ inf
n∈N

µ(X \ (Kn ∪ Ln)) = 0.

Consequently E \ F ∈ Σ′ and E ∈ Σ′.
The same works with µ and µ′ interchanged, so Σ = Σ′ and µ′ = φ∗↾Σ = µ.

496F Theorem Let X be a zero-dimensional compact Hausdorff space and E the algebra of open-and-
closed subsets of X. Let ν : E → [0,∞[ be an exhaustive submeasure. Then there is a unique totally finite
Radon submeasure on X extending ν.

proof (a) Let K be the family of compact subsets of X and for K ∈ K set φK = inf{νE : K ⊆ E ∈ E}.
Then φ satisfies the conditions of 496E.

PPP(ααα) Of course φ∅ = 0 and φK ≤ φL whenever K ⊆ L in K. If K ⊆ E ∈ E and L ⊆ F ∈ E , then
K ∪ L ⊆ E ∪ F ∈ E and ν(E ∪ F ) ≤ νE + νF , so φ is subadditive.

(βββ) The point is that for every K ∈ K and ǫ > 0 there is an E ∈ E such that K ⊆ E and νF ≤ ǫ
whenever F ∈ E and F ⊆ E \ K; since otherwise we could find a disjoint sequence 〈Fn〉n∈N in E with
νFn ≥ ǫ for every n. But now L = X \ E is compact and disjoint from K, and every compact subset of
X \ (K ∪ L) = E \K is included in a member of E included in E \K; so sup{φK ′ : K ′ ⊆ X \ (K ∪ L) is
compact} ≤ ǫ.

(γγγ) If K and L are compact and K ⊆ L and ǫ > 0, take E ∈ E such that K ⊆ E and νE ≤ φK + ǫ.
Set K ′ = L \ E. If F ∈ E and F ⊇ K ′, then E ∪ F ⊇ L, so

φL ≤ ν(E ∪ F ) ≤ νE + νF ≤ φK + ǫ+ νF .

As F is arbitrary, φL ≤ φK + φK ′ + ǫ. QQQ

There is therefore a totally finite Radon submeasure µ extending φ and ν.

(b) If µ′ is another totally finite Radon submeasure extending ν, then µ′↾K = φ. PPP Of course µ′K ≤ φK
for every K ∈ K. ??? If K ∈ K and ǫ > 0 and µ′K + ǫ < φK, let E ∈ E be such that K ⊆ E and φL ≤ ǫ
whenever L ⊆ E \K is compact, as in (a-β) above. Then

µ′(E \K) = sup{µ′L : L ⊆ E \K is compact}

≤ sup{φL : L ⊆ E \K is compact} ≤ ǫ

and

νE = µ′E ≤ ǫ+ µ′K < µK ≤ µE = νE. XXXQQQ

By the guarantee of uniqueness in 496E, µ′ = µ.
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496G Theorem Let A be a Maharam algebra, and µ a strictly positive Maharam submeasure on A. Let
Z be the Stone space of A, and write â for the open-and-closed subset of Z corresponding to each a ∈ A.
Then there is a unique totally finite Radon submeasure ν on Z such that νâ = µa for every a ∈ A. The

domain of ν is the Baire-property algebra B̂ of Z, and the null ideal of ν is the nowhere dense ideal of Z.

proof Let E be the algebra of open-and-closed subsets of Z, and M the ideal of meager subsets of Z.
Because A is Dedekind complete (393Eb/496Bb), E is the regular open algebra of Z (314S). By 496R(b-ii),

B̂ = {E△F : E ∈ E , F ∈M}.

For a ∈ A, let â be the corresponding member of E . By 314M, we have an isomorphism θ : A → B̂/M

defined by setting θ(a) = â• for every a ∈ A. For E ∈ B̂, set νE = µ(θ−1E•). Because E 7→ E• is

a sequentially order-continuous Boolean homomorphism (313P(b-ii)), ν is a Maharam submeasure on B̂.
Because µ is strictly positive, the null ideal of ν is M.

Because A is weakly (σ,∞)-distributive (393Eb/496Bb), M is the ideal of nowhere dense subsets of Z

(316I). If E ∈ B̂, consider B = {b : b ∈ A, b̂ ⊆ E}; set a = supB in A. Now E \ â is nowhere dense. PPP???
Otherwise, there is a non-zero c ∈ A such that F = ĉ \ (E \ â) is nowhere dense. In this case, the non-empty

open set ĉ \ F is included in E \ â and there is a non-zero b ∈ A such that b̂ ⊆ E \ â. But in this case b ∈ B

and b̂ ⊆ â, which is absurd. XXXQQQ
Set D = {a \ b : b ∈ B}. Then D is downwards-directed and has infimum 0. Because µ is sequentially

order-continuous and A is ccc, µ is order-continuous (316Fc), and infd∈D µd = 0. Accordingly

inf{ν(E \K) : K ⊆ E is compact} ≤ inf
b∈B

ν(E \ b̂) = inf
b∈B

ν(â \ b̂)

= inf
b∈B

µ(a \ b) = 0.

Thus condition (ii) of 496C is satisfied and ν is a totally finite Radon measure.
By 496F, ν is unique.

496H Theorem Let X be a Hausdorff space, Σ0 an algebra of subsets of X, and µ0 : Σ0 → [0,∞[ an
exhaustive submeasure such that inf{µ0(E \K) : K ∈ Σ0 is compact, K ⊆ E} = 0 for every E ∈ Σ0. Then
µ0 has an extension to a totally finite Radon submeasure µ1 on X.

proof (a) Let P be the set of all submeasures µ, defined on algebras of subsets of X, which extend µ0, and
have the properties

(α) inf{µ(E \K) : K ∈ domµ is compact, K ⊆ E} = 0 for every E ∈ domµ,
(*) for every E ∈ domµ and ǫ > 0 there is an F ∈ Σ0 such that µ(E△F ) ≤ ǫ.

Order P by extension of functions, so that P is a partially ordered set.

(b) If µ ∈ P , then µ is exhaustive. PPP??? Otherwise, let 〈En〉n∈N be a disjoint sequence in domµ such
that ǫ = infn∈N µEn is greater than 0. For each n ∈ N, let Fn ∈ Σ0 be such that µ(En△Fn) ≤ 2−n−2ǫ; set
Gn = Fn \

⋃
i<n Fi for each n. Then

En ⊆ Gn ∪
⋃
i≤n(Ei△Fi), ǫ ≤ µGn +

∑n
i=0 2−i−2ǫ ≤ µ0Gn +

1

2
ǫ

and µ0Gn ≥
1
2ǫ for every n. But 〈Gn〉n∈N is disjoint and µ0 is supposed to be exhaustive. XXXQQQ

(c) Suppose that µ ∈ P has domain Σ, and that V ⊆ X is such that

‡(V, µ): for every ǫ > 0 there is a K ∈ Σ such that K ∩ V is compact and µ(X \K) ≤ ǫ.

(i) Set H = {H : V ⊆ H ∈ Σ}. Then H is downwards-directed. If ǫ > 0 there is an H ∈ H such that
µ(H \H ′) ≤ ǫ for every H ′ ∈ H. PPP??? Otherwise, there would be a non-increasing sequence 〈Hn〉n∈N in H
such that µ(Hn \Hn+1) ≥ ǫ for every n; but µ is exhaustive, by (b). XXXQQQ

(ii) Let F be the filter on H generated by sets of the form {H ′ : H ′ ∈ H, H ′ ⊆ H} for H ∈ H. Then
limH→F µ((E ∩H) ∪ (F \H)) is defined for all E, F ∈ Σ. PPP Given ǫ > 0, then (i) tells us that there is an
H0 ∈ H such that µ(H△H ′) ≤ µ(H0 \ (H ∩H ′)) ≤ ǫ whenever H, H ′ ∈ H are included in H0. Now, for
such H and H ′,
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((E ∩H) ∪ (F \H))△((E ∩H ′) ∪ (F \H ′)) ⊆ H△H ′,

so

|µ((E ∩H) ∪ (F \H))− µ((E ∩H ′) ∪ (F \H ′))| ≤ ǫ. QQQ

(iii) If E, F , E′, F ′ ∈ Σ and (E ∩ V ) ∪ (F \ V ) = (E′ ∩ V ) ∪ (F ′ \ V ), then

limH→F µ((E ∩H) ∪ (F \H)) = limH→F µ((E′ ∩H) ∪ (F ′ \H)).

PPP Given ǫ > 0, there is an H0 ∈ H such that µG ≤ ǫ whenever G ∈ Σ and G ⊆ H0 \ V , by (i). Now if
H ∈ H and H ⊆ H0,

G = ((E ∩H) ∪ (F \H))△((E′ ∩H) ∪ (F ′ \H)) ⊆ H \ V ,

so

|µ((E ∩H) ∪ (F \H))− µ((E′ ∩H) ∪ (F ′ \H))| ≤ µG ≤ ǫ.

As ǫ is arbitrary, the limits are equal. QQQ

(iv) Consequently, taking Σ′ to be the algebra {(E∩V )∪(F \V ) : E, F ∈ Σ} of subsets of X generated
by Σ ∪ {V }, we have a functional µ′ : Σ′ → [0,∞[ defined by saying that

µ′((E ∩ V ) ∪ (F \ V )) = limH→F µ((E ∩H) ∪ (F \H))

whenever E, F ∈ Σ.

(v) µ′ is a submeasure extending µ. PPP If E ∈ Σ, then

µ′E = µ′((E ∩ V ) ∪ (E \ V )) = limH→F µ((E ∩H) ∪ (E \H)) = µE,

so µ′ extends µ. If E1, E2, F1, F2 ∈ Σ, set E = E1 ∪ E2, F = F1 ∪ F2; then

((E1 ∩A) ∪ (F1 \A)) ∪ ((E2 ∩A) ∪ (F2 \A)) = ((E ∩A) ∪ (F \A))

for every set A, so

µ′
(
((E1 ∩ V ) ∪ (F1 \ V )) ∪ ((E2 ∩ V ) ∪ (F2 \ V ))

)

= µ′(((E ∩ V ) ∪ (F \ V ))

= lim
H→F

µ((E ∩H) ∪ (F \H))

= lim
H→F

µ
(
((E1 ∩H) ∪ (F1 \H)) ∪ ((E2 ∩H) ∪ (F2 \H))

)

≤ lim
H→F

µ((E1 ∩H) ∪ (F1 \H)) + µ((E2 ∩H) ∪ (F2 \H))

= µ′((E1 ∩ V ) ∪ (F1 \ V )) + µ′((E2 ∩ V ) ∪ (F2 \ V )).

Thus µ′ is subadditive; monotonicity is easier. QQQ

(vi) µ′ has the property (α). PPP Suppose that E, F ∈ Σ and that ǫ > 0. Let H0 ∈ H be such that
µ(H0 \ H) ≤ ǫ whenever H ∈ H and H ⊆ H0. Let K0 ∈ Σ be such that µ(X \ K0) ≤ ǫ and K0 ∩ V is
compact. Let K1 ⊆ E and K2 ⊆ F \ H0 be compact sets, belonging to Σ, such that µ(E \ K1) ≤ ǫ and
µ((F \ H0) \ K2) ≤ ǫ. Set K = (K1 ∩ K0 ∩ V ) ∪ K2, so that K is a compact set belonging to Σ′ and
K ⊆ (E ∩ V ) ∪ (F \ V ). Now if H ∈ H and H ⊆ H0,

µ
(
((E \ (K1 ∩K0)) ∩H) ∪ ((F \K2) \H)

)

≤ µ(E \K1) + µ(X \K0) + µ((F \H0) \K2) + µ(H0 \H) ≤ 4ǫ.

Taking the limit along F ,

µ′
(
((E ∩ V ) ∪ (F \ V )) \K

)
= µ′

(
((E \ (K1 ∩K0)) ∩ V ) ∪ ((F \K2) \ V )

)
≤ 4ǫ.

As E, F and ǫ are arbitrary, we have the result. QQQ

(vii) µ′ has the property (*). PPP Suppose that E, F ∈ Σ and that ǫ > 0. Let H0 ∈ H be such that
µ(H0 \H) ≤ ǫ whenever H ∈ H and H ⊆ H0. Set G = (E ∩H0) ∪ (F \H0) ∈ Σ. Then
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((E ∩ V ) ∪ (F \ V ))△G ⊆ H0 \ V ,

so

µ′
(
((E ∩ V ) ∪ (F \ V ))△G

)
≤ µ′(H0 \ V ) = limH→F µ(H0 \H) ≤ ǫ. QQQ

(d)(i) If µ ∈ P and V ∈ N (µ), then ‡(V, µ) is true. PPP Let ǫ > 0. There is an E ∈ domµ, including V ,
such that µE = 0; now there is a compact K ∈ domµ, included in X \ E, such that

ǫ ≥ µ((X \ E) \K) = µ(X \K),

while K ∩ V = ∅ is compact. QQQ

(ii) If µ ∈ P and V ⊆ X is closed, then ‡(V, µ) is true. PPP For every ǫ > 0, there is a compact
K ∈ domµ such that µ(X \K) ≤ ǫ, and now K ∩ V is compact. QQQ

(iii) Now suppose that µ ∈ P is such that every compact subset of X belongs to the domain Σ of µ,
and that 〈En〉n∈N is a sequence in Σ with intersection V . Then ‡(V, µ) is true. PPP Let ǫ > 0. For each n ∈ N,
there are compact sets Kn ⊆ En, K ′

n ⊆ X \ En such that

µ(En \Kn) + µ((X \ En) \K ′
n) ≤ 2−n−1ǫ.

Set K =
⋂
n∈N

Kn ∪K
′
n; then K is compact, so belongs to Σ. If L ⊆ X \K is compact, then there is an

n ∈ N such that L ∩
⋂
i≤nKi ∪K

′
i is empty, so that

µL ≤
∑n
i=0 µ(X \ (Ki ∪K

′
i)) ≤

∑n
i=0 2−n−1ǫ ≤ ǫ.

As L is arbitrary, µ(X \K) ≤ ǫ. Finally,

K ∩ V =
⋂
n∈N

(Kn ∪K
′
n) ∩ En =

⋂
n∈N

Kn

is compact. QQQ

(e) If Q ⊆ P is a non-empty totally ordered subset of P ,
⋃
Q ∈ P . So P has a maximal element µ1,

which is a submeasure, satisfying (α), and extending µ0. Setting Σ1 = domµ1, (c) tells us that V ∈ Σ1

whenever V ⊆ X and ‡(V, µ1) is true. By (d-i), N (µ1) ⊆ Σ1 and µ1 is complete. By (d-ii), every closed
set, and therefore every open set, belongs to Σ1. So (d-iii) tells us that

⋂
n∈N

En ∈ Σ1 for every sequence
〈En〉n∈N in Σ1, and Σ1 is a σ-algebra. Putting these together, all the conditions of 496C are satisfied, and
µ1 is a totally finite Radon submeasure.

496I Theorem Let X be a set, Σ a σ-algebra of subsets of X, and µ a complete Maharam submeasure
on Σ.

(a) Σ is closed under Souslin’s operation.
(b) If A is the kernel of a Souslin scheme 〈Eσ〉σ∈S in Σ, and ǫ > 0, there is a ψ ∈ NN such that

µ(A \
⋃
φ∈NN,φ≤ψ

⋂
n≥1Eφ↾n) ≤ ǫ.

proof (a) Let N (µ) be the null ideal of µ. Because µ is exhaustive, every disjoint sequence in Σ \ N (µ) is
countable, so 431G tells us that Σ is closed under Souslin’s operation.

(b) The argument of 431D applies, with trifling modifications in its expression. For σ ∈ S =
⋃
k∈N

Nk,
set Aσ =

⋃
σ⊆φ∈NN

⋂
n≥1Eφ↾n; then Aσ ∈ Σ, by (a). Given ǫ > 0, let 〈ǫσ〉σ∈S be a family of strictly positive

real numbers such that
∑
σ∈S ǫσ ≤ ǫ. For each σ ∈ S, let mσ be such that µ(Aσ \

⋃
i≤mσ

Aσa<i>) ≤ ǫσ. Set

ψ(k) = max{mσ : σ ∈ Nk, σ(i) ≤ ψ(i) for every i < k}

for k ∈ N; then

A \
⋃
φ∈NN,φ≤ψ

⋂
n≥1Eφ↾n ⊆

⋃
σ∈S

(
Aσ \

⋃
i≤mσ

Aσa<i>

)

has submeasure at most ǫ.

496J Theorem Let X be a K-analytic Hausdorff space and µ a Maharam submeasure defined on the
Borel σ-algebra of X. Then
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inf{µ(X \K) : K ⊆ X is compact} = 0.

proof Again, we have only to re-use the ideas of 432B. Let µ̂ be the completion of µ (496A) and Σ the
domain of µ̂. Let R ⊆ NN ×X be an usco-compact relation such that R[NN] = X. For σ ∈ S∗ =

⋃
n≥1 N

n

set Iσ = {φ : σ ⊆ φ ∈ NN}, Fσ = R[Iσ]; then X is the kernel of the Souslin scheme 〈Fσ〉σ∈S∗ . Now, given
ǫ > 0, 496Ib tells us that there is a ψ ∈ NN such that µ(X \ F ) ≤ ǫ, where F =

⋃
φ∈NN,φ≤ψ

⋂
n≥1 Fφ↾n; but

F = R[K] where K is the compact set {φ : φ ∈ NN, φ ≤ ψ}, so F is compact.

496K Proposition Let µ be a Maharam submeasure on the Borel σ-algebra of an analytic Hausdorff
space X. Then the completion of µ is a totally finite Radon submeasure on X.

proof If E ⊆ X is Borel, then it is K-analytic (423Eb); applying 496J to µ↾PE, we see that inf{µ(E \K) :
K ⊆ E is compact} = 0. Consequently, writing Σ for the domain of the completion µ̂ of µ, inf{µ̂(E \K) :
K ⊆ E is compact} = 0 for every E ∈ Σ. Condition (i) of the definition 496C is surely satisfied by µ̂, so µ̂
is a totally finite Radon submeasure.

496L Free products of Maharam algebras If A, B are Boolean algebras with submeasures µ, ν
respectively, we have a submeasure µ⋉ ν on the free product A⊗B (392K). It is easy to see, in 392K, that
if µ and ν are strictly positive so is µ⋉ ν; moreover, if µ and ν are exhaustive so is µ⋉ ν (392Ke).

Now suppose that 〈Ai〉i∈I is a family of Maharam algebras, where I is a finite totally ordered set. Then
we can take a strictly positive Maharam submeasure µi on each Ai, form an exhaustive submeasure λ on

CI =
⊗

i∈I Ai, and use λ to construct a metric completion ĈI which is a Maharam algebra, as in 393H/496Bb.
(If I = {i0, . . . , in} where i0 < . . . < in, then λ = (.(µi0 ⋉µi1)⋉ . . . )⋉µin (392Kf). By 392Kc, the product
is associative, so the arrangement of the brackets is immaterial.) If we change each µi to µ′

i, where µ′
i is

another strictly positive Maharam submeasure on Ai, then every µ′
i is absolutely continuous with respect

to µi (393F/496Bd), so the corresponding λ′ will be absolutely continuous with respect to λ, and vice versa
(392Kd); in which case the metrics on CI are uniformly equivalent and we get the same metric completion

ĈI up to Boolean algebra isomorphism. We can therefore think of ĈI as ‘the’ Maharam algebra free
product of the family 〈Ai〉i∈I of Boolean algebras; as in 392Kf, we shall have an isomorphism between

ĈJ∪K and the Maharam algebra free product of ĈJ and ĈK whenever J , K ⊆ I and j < k for every j ∈ J
and k ∈ K.

From 392Kg we see that if (A, µ) and (B, ν) are probability algebras, then their Maharam algebra free
product, regarded as a Boolean algebra, is isomorphic to their probability algebra free product as defined
in §325.

496M Representing products of Maharam algebras: Theorem Let X and Y be sets, with σ-
algebras Σ and T and Maharam submeasures µ and ν defined on Σ, T respectively. Let A, B be their
Maharam algebras and write µ̄, ν̄ for the strictly positive Maharam submeasures on A and B induced by
µ and ν as in 496Ba above. Let Σ⊗̂T be the σ-algebra of subsets of X × Y generated by {E × F : E ∈ Σ,
F ∈ T}.

(a) (Compare 418T.) Give B its Maharam-algebra topology (393G/496Bd). If W ∈ Σ⊗̂T then W [{x}] ∈
T for every x ∈ X and the function x 7→ W [{x}]• : X → B is Σ-measurable and has separable range.
Consequently x 7→ νW [{x}] : X → [0,∞[ is Σ-measurable.

(b) For W ∈ Σ⊗̂T set

λW = inf{ǫ : ǫ > 0, µ{x : νW [{x}] > ǫ} ≤ ǫ}.

Then λ is a Maharam submeasure on Σ⊗̂T, and

λ−1[{0}] = {W : W ∈ Σ⊗̂T, {x : W [{x}] /∈ N (ν)} ∈ N (µ)}.

(c) Let C be the Maharam algebra of λ. Then A ⊗ B can be embedded in C by mapping E• ⊗ F • to
(E × F )• for all E ∈ Σ and F ∈ T.

(d) This embedding identifies (C, λ̄) with the metric completion of (A⊗B, µ̄⋉ ν̄).
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proof (a) Write W for the set of those W ⊆ X × Y such that W [{x}] ∈ T for every x ∈ X and x 7→
W [{x}]• : X → B is Σ-measurable and has separable range. Then Σ ⊗ T (identified with the algebra of
subsets of X × Y generated by {E × F : E ∈ Σ, F ∈ T}) is included in W.

If 〈Wn〉n∈N is a non-decreasing sequence in W with union W , then W ∈ W. PPP Of course W [{x}] =⋃
n∈N

Wn[{x}] belongs to T for every x ∈ X. Set fn(x) = Wn[{x}]• for n ∈ N and x ∈ X. For each
x ∈ X, W [{x}] \ Wn[{x}] is a non-increasing sequence with empty intersection, so limn→∞ ν(W [{x}] \
Wn[{x}]) = 0 and 〈fn(x)〉n∈N converges to f(x) = W [{x}]• in B. By 418Ba, f is measurable. Also

D = {fn(x) : x ∈ X, n ∈ N} is a separable subspace of B including f [X]. So W ∈ W. QQQ
Similarly,

⋂
n∈N

Wn ∈ W for any non-increasing sequence 〈Wn〉n∈N in W. W therefore includes the

σ-algebra generated by Σ⊗ T (136G), which is Σ⊗̂T.
Now x 7→ νW [{x}] = ν̄W [{x}]• is measurable because ν̄ : B→ R is continuous.

(b) Of course λ∅ = 0 and λW ≤ λW ′ if W , W ′ ∈ Σ⊗̂T and W ⊆W ′. If W1, W2 ∈ Σ⊗̂T have union W ,
λW1 = α1 and λW2 = α2, then

{x : νW [{x}] > α1 + α2} ⊆ {x : νW1[{x}] > α1} ∪ {x : νW2[{x}] > α2},

so, setting α = α1 + α2,

µ{x : νW [{x}] > α} ≤ µ{x : νW1[{x}] > α1}+ µ{x : νW2[{x}] > α2} ≤ α1 + α2 = α,

and λW ≤ α. Thus λ is monotonic and subadditive.
If now 〈Wn〉n∈N is a non-increasing sequence in Σ⊗̂T with empty intersection, and ǫ > 0, set En = {x :

νWn[{x}] ≥ ǫ} for each n. Then 〈En〉n∈N is non-increasing; moreover, for any x ∈ X, 〈Wn[{x}]〉n∈N is a
non-increasing sequence in T with empty intersection, so limn→∞ νWn[{x}] = 0 and x /∈

⋂
n∈N

En. There
is therefore an n such that µEn ≤ ǫ and λWn ≤ ǫ. As 〈Wn〉n∈N and ǫ are arbitrary, λ is a Maharam
submeasure.

Finally, for W ∈ Σ⊗̂T,

λW = 0 ⇐⇒ µ{x : νW [{x}] ≥ 2−n} ≤ 2−n for every n ∈ N

⇐⇒ µ{x : νW [{x}] ≥ 2−m} ≤ 2−n for every m, n ∈ N

⇐⇒ µ{x : νW [{x}] > 0} ≤ 2−n for every n ∈ N

⇐⇒ µ{x : νW [{x}] > 0} = 0 ⇐⇒ {x : W [{x}] /∈ N (ν)} ∈ N (µ).

(c) If E ∈ Σ, then λ(E × F ) = min(µE, νF ) for all E ∈ Σ and F ∈ T. So λ(E × F ) = 0 iff E• ⊗ F • = 0
in A ⊗B. Consequently we have injective Boolean homomorphisms from A to C and from B to C defined
by the formulae

E• 7→ (E × Y )• for E ∈ Σ, F • 7→ (X × F )• for F ∈ T;

by 315J and 315Kb8, we have an injective Boolean homomorphism from A ⊗B to C which maps E• ⊗ F •

to (E × F )• whenever E ∈ Σ and F ∈ T.

(d) λ̄(φe) = (µ ⋉ ν)(e) for every e ∈ A ⊗ B. PPP Express e as supi∈I ai ⊗ bi where 〈ai〉i∈I is a finite
partition of unity in A and bi ∈ B for each i. For each i, we can express ai, bi as E•

i , F
•
i where Ei ∈ Σ

and Fi ∈ T; moreover, we can do this in such a way that 〈Ei〉i∈I is a partition of X. In this case, φe = W •

where W =
⋃
i∈I Ei × Fi, so that, for ǫ > 0,

µ{x : νW [{x}] > ǫ} = µ(
⋃
{Ei : i ∈ I, νFi > ǫ}) = µ̄(sup{ai : i ∈ I, ν̄bi > ǫ}).

Accordingly

(µ⋉ ν)(e) = inf{ǫ : µ̄(sup{ai : i ∈ I, ν̄bi > ǫ}) ≤ ǫ}

= inf{ǫ : µ{x : νW [{x}] > ǫ} ≤ ǫ} = λW = λ̄W • = λ̄(φe). QQQ

Next, φ[A ⊗B] is dense in C for the metric induced by λ̄. PPP Let D be the metric closure of φ[A ⊗B]
and set V = {V : V ∈ Σ⊗T, V • ∈ D}. Then V includes Σ⊗T and is closed under unions and intersections

8Formerly 315I-315J.
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of monotonic sequences, so is the whole of Σ⊗̂T, and D = C, as required. QQQ But this means that we can
identify C with the metric completions of φ[A⊗B] and A⊗B.

496X Basic exercises (a) Let X and Y be Hausdorff spaces, µ a totally finite Radon submeasure on
X, and f : X → Y a function which is almost continuous in the sense that for every ǫ > 0 there is a compact
K ⊆ X such that f↾K is continuous and µ(X \K) ≤ ǫ. Show that the image submeasure µf−1, defined on
{F : F ⊆ Y , f−1[F ] ∈ domµ}, is a totally finite Radon submeasure on Y .

(b) Let X be a Hausdorff space and µ a totally finite Radon submeasure on X. For A ⊆ X, set
µ∗A = inf{µE : A ⊆ E ∈ domµ}. Show that µ∗ is an outer regular Choquet capacity on X.

(c) Let X and Y be compact Hausdorff spaces, f : X → Y a continuous surjection, and ν a totally finite
Radon submeasure on Y . Show that there is a totally finite Radon submeasure µ on X such that ν is the
image submeasure µf−1.

(d) Let X be a regular K-analytic Hausdorff space, and µ a Maharam submeasure on the Borel σ-algebra
of X which is τ -additive in the sense that whenever G is a non-empty upwards-directed family of open sets
in X with union H, then infG∈G µ(H \ G) = 0. Show that the completion of µ is a totally finite Radon
submeasure on X. (Hint : let Σ0 be the algebra of subsets of X generated by the compact sets; show that
there is a totally finite Radon submeasure extending µ↾Σ0.)

496Y Further exercises In the following exercises, I will say that a Radon submeasure is a complete
submeasure µ on a Hausdorff space X such that (i) the domain Σ of µ is a σ-algebra of subsets of X
containing every open set (ii) every point of X belongs to an open set G such that µG < ∞ (iii)(α)
µE = sup{µK : K ⊆ E is compact} for every E ∈ Σ (β) inf{µ(E \K) : K ⊆ E is compact} = 0 whenever
E ∈ Σ and µE <∞ (iv) if E ⊆ X is such that E ∩K ∈ Σ for every compact K ⊆ X, then E ∈ Σ.

(a) Let µ be a Radon submeasure with domain Σ and null ideal N (µ). Show that Σ/N (µ) is Dedekind
complete.

(b) Let X be a Hausdorff space, Y a metrizable space, µ a Radon submeasure on X with domain Σ, and
f : X → Y a Σ-measurable function. Let H be the family of those H ∈ Σ such that f↾H is continuous.
Show that (α) µE = sup{µH : H ∈ H, H ⊆ E} for every E ∈ Σ (β) inf{µ(E \H) : H ∈ H, H ⊆ E} = 0
whenever E ∈ Σ and µE <∞.

(c) Let X and Y be Hausdorff spaces, µ a Radon submeasure on X with domain Σ, and f : X → Y
a function. Let F be the family of those F ∈ Σ such that f↾F is continuous, and suppose that (α)
µE = sup{µF : F ∈ F , F ⊆ E} for every E ∈ Σ (β) inf{µ(E \ F ) : F ∈ F , F ⊆ E} = 0 whenever E ∈ Σ
and µE < ∞. (i) Show that the image submeasure ν = µf−1, defined on {F : F ⊆ Y , f−1[F ] ∈ Σ}, is a
submeasure on Y defined on a σ-algebra of sets containing every open subset of Y . (ii) Show that if ν is
locally finite in the sense that Y =

⋃
{H : H ⊆ Y is open, νH <∞}, then ν is a Radon submeasure.

(d) Let X be a Hausdorff space and µ a Radon submeasure on X which is either submodular or super-
modular. Show that there is a Radon measure on X with the same domain and null ideal as µ. (Hint :
413Yh.)

(e) Let X be a topological space, G the family of cozero subsets of X, Ba the Baire σ-algebra of X and
ψ : G → [0,∞[ a functional. Show that ψ can be extended to a Maharam submeasure with domain Ba iff

(α) ψG ≤ ψH whenever G, H ∈ G and G ⊆ H,
(β) ψ(

⋃
n∈N

Gn) ≤
∑∞
n=0 ψGn for every sequence 〈Gn〉n∈N in G,

(γ) limn→∞ ψGn = 0 for every non-increasing sequence 〈Gn〉n∈N in G with empty intersection,

and that in this case the extension is unique. (Hint : consider the family of sets E ⊆ X such that for every
ǫ > 0 there are a cozero set G ⊇ E and a zero set F ⊆ E such that ψ(G \ F ) ≤ ǫ.)

(f) Let X be a Hausdorff space and K the family of compact subsets of X. Let φ : K → [0,∞[ be a
functional such that
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(α) φ∅ = 0 and φK ≤ φ(K ∪ L) ≤ φK + φL for all K, L ∈ K;
(β) for every disjoint sequence 〈Kn〉n∈N in K, either limn→∞ φKn = 0 or limn→∞ φ(

⋃
i≤nKi) =

∞;
(γ) whenever K, L ∈ K and K ⊆ L then φL ≤ φK + sup{φK ′ : K ′ ∈ K, K ′ ⊆ L \K};
(δ) for every x ∈ X there is an open set G containing x such that sup{φK : K ∈ K, K ⊆ G}

is finite.

Show that there is a unique Radon submeasure on X extending φ.

496 Notes and comments ‘Submeasures’ turn up in all sorts of places, if you are looking out for them;
so, as always, I have tried to draw my definitions as wide as practicable. When we come to ‘Maharam’
and ‘Radon’ submeasures, however, we certainly want to begin with results corresponding to the familiar
properties of totally finite measures, and the new language is complex enough without troubling with infinite
submeasures. For the main part of this section, therefore, I look only at totally finite submeasures.

I have tried here to give a sample of the ideas from the present volume which can be applied to submeasures
as well as to measures. I think they go farther than most of us would take for granted. One key point concerns
the definition of inner regularity: to the familiar ‘µE = sup{µK : K ∈ K, K ⊆ E}’ we need to add ‘if µE
is finite, then inf{µ(E \K) : K ∈ K, K ⊆ E} = 0’ (496C, 496Y; see also condition (β) of 496Yf). Using
this refinement, we can repeat a good proportion of the arguments of measure theory which are based on
topology and orderings rather than on arithmetic identities.

Version of 7.12.10

497 Tao’s proof of Szemerédi’s theorem

Szemerédi’s celebrated theorem on arithmetic progressions (497L) is not obviously part of measure theory.
Remarkably, however, it has stimulated significant developments in the subject. The first was Furstenberg’s
multiple recurrence theorem (Furstenberg 77, Furstenberg 81, Furstenberg & Katznelson 85).
In this section I will give an account of an approach due to T.Tao (Tao 07) which introduces another
phenomenon of great interest from a measure-theoretic point of view.

497A Definitions (a) Let (X,Σ, µ) be a probability space, T a subalgebra of Σ (not necessarily a
σ-subalgebra) and 〈Σi〉i∈I a family of σ-subalgebras of Σ. I will say that 〈Σi〉i∈I has T-removable inter-
sections if whenever J ⊆ I is finite and not empty, Ei ∈ Σi for i ∈ J , µ(

⋂
i∈J Ei) = 0 and ǫ > 0, there is a

family 〈Fi〉i∈J such that Fi ∈ T∩Σi and µ(Ei \Fi) ≤ ǫ for each i ∈ J , and
⋂
i∈J Fi = ∅. (This is a stronger

version of what Tao 07 calls the ‘uniform intersection property’.)

(b) If X is a set and Σ, Σ′ are two σ-algebras of subsets of X, Σ∨Σ′ will be the σ-algebra generated by
Σ ∪Σ′. If 〈Σi〉i∈I is a family of σ-algebras of subsets of X, I will write

∨
i∈I Σi for the σ-algebra generated

by
⋃
i∈I Σi.

(c) If (X,Σ, µ) is a probability space and A ⊆ E ⊆ Σ, I will say that A is metrically dense in E if
for every E ∈ E and ǫ > 0 there is an F ∈ A such that µ(E△F ) ≤ ǫ; that is, if {F • : F ∈ A} is dense in
{E• : E ∈ E} for the measure-algebra topology on the measure algebra of µ (323A). Note that a subalgebra
of Σ is metrically dense in the σ-algebra it generates (compare 323J).

497B Lemma Let (X,Σ, µ) be a probability space and T a subalgebra of Σ. Let 〈Σi〉i∈I be a family of
σ-subalgebras of Σ.

(a) 〈Σi〉i∈I has T-removable intersections iff 〈Σi〉i∈J has T-removable intersections for every finite J ⊆ I.
(b) Suppose that 〈Σi〉i∈I has T-removable intersections and that T∩Σi is metrically dense in Σi for every

i. Let J be any set and f : J → I a function. Then 〈Σf(j)〉j∈J has T-removable intersections.
(c) Suppose that, for each i ∈ I, we are given a σ-subalgebra Σ′

i of Σi such that for every E ∈ Σi there
is an E′ ∈ Σ′

i such that E△E′ is negligible. If 〈Σ′
i〉i∈I has T-removable intersections, so has 〈Σi〉i∈I .

c© 2009 D. H. Fremlin
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proof (a) is trivial.

(b) Suppose that K ⊆ J is finite and not empty, that 〈Ej〉j∈K ∈
∏
j∈K Σf(j) is such that µ(

⋂
j∈K Ej) =

0, and ǫ > 0. Set n = #(K) and η = ǫ
n+2 > 0. Set E′

i =
⋂
j∈K,f(j)=iEj ∈ Σi for i ∈ f [K]; then⋂

i∈f [K]E
′
i =

⋂
j∈K Ej is negligible, so we have F ′

i ∈ T ∩ Σi, for i ∈ f [K], such that
⋂
i∈f [K] F

′
i = ∅ and

µ(E′
i \F

′
i ) ≤ η for every i ∈ f [K]. As T∩Σi is metrically dense in Σi for each i, we can find Gj ∈ T∩Σf(j)

such that µ(Ej△Gj) ≤ η for each j ∈ K. Set G′
i =

⋂
j∈K,f(j)=iGj for i ∈ f [K]. Then

µ(G′
i \ F

′
i ) ≤ µ(G′

i \ E
′
i) + µ(E′

i \ F
′
i ) ≤

∑
j∈K,f(j)=i µ(Gj \ Ej) + η ≤ (n+ 1)η.

Note that G′
i ∈ T ∩ Σi for each i. Now set Fj = Gj \ (G′

f(j) \ F
′
f(j)) for j ∈ K. Then Fj ∈ T ∩ Σf(j) and

µ(Ej \ Fj) ≤ µ(Ej \Gj) + µ(G′
f(j) \ F

′
f(j)) ≤ (n+ 2)η = ǫ.

Also

⋂

j∈K

Fj =
⋂

i∈f [K]

⋂

j∈K
f(j)=i

Gj \ (G′
i \ F

′
i )

=
⋂

i∈f [K]

G′
i \ (G′

i \ F
′
i ) ⊆

⋂

i∈f [K]

F ′
i = ∅.

As 〈Ej〉j∈K and ǫ are arbitrary, 〈Σf(j)〉j∈J has T-removable intersections.

(c) If J ⊆ I is finite and not empty, 〈Ej〉j∈J ∈
∏
j∈J Σj ,

⋂
j∈J Ej is negligible and ǫ > 0, then for

each j ∈ J let E′
j ∈ Σ′

j be such that E′
j△Ej is negligible. In this case,

⋂
j∈J E

′
j is negligible, so there are

Fj ∈ T ∩Σ′
j , for j ∈ J , such that µ(E′

j \ Fj) ≤ ǫ for every j ∈ J and
⋂
j∈J Fj is empty. Now µ(Ej \ Fj) ≤ ǫ

for every j. As 〈Ej〉j∈J and ǫ are arbitrary, 〈Σi〉i∈I has T-removable intersections.

497C Lemma Let (X,Σ, µ) be a probability space and T a subalgebra of Σ. Let I be a set, A an
upwards-directed set, and 〈Σαi〉α∈A,i∈I a family of σ-subalgebras of Σ such that, setting Σi =

∨
α∈A Σαi for

each i,

(i) Σαi ⊆ Σβi whenever i ∈ I and α ≤ β in A,
(ii) 〈Σαi〉i∈I has T-removable intersections for every α ∈ A,
(iii) Σi and

∨
j∈I Σαj are relatively independent over Σαi for every i ∈ I and α ∈ A.

Then 〈Σi〉i∈I has T-removable intersections.

proof Take a non-empty finite set J ⊆ I, a family 〈Ei〉i∈J such that Ei ∈ Σi for every i ∈ J and
⋂
i∈J Ei

is negligible, and ǫ > 0. Set δ =
1

#(J)+1
, η = δ

√
ǫ
2 > 0. For each i ∈ J there are an α ∈ A and an E′

i ∈ Σαi

such that µ(Ei△E′
i) ≤ η

2 (because A is upwards-directed, so
⋃
α∈A Σαi is a subalgebra of Σ and is metrically

dense in Σi); we can suppose that it is the same α for each i. Let gi : X → [0, 1] be a Σαi-measurable
function which is a conditional expectation of χEi on Σαi; then

‖χEi − gi‖2 ≤ ‖χEi − χE
′
i‖2 ≤ η

(cf. 244Nb). Set E′′
i = {x : gi(x) ≥ 1− δ} ∈ Σαi; then

µ(Ei \ E′′
i ) = µ{x : χEi(x)− gi(x) > δ} ≤

η2

δ2
=

ǫ

2
.

Set E =
⋂
i∈J E

′′
i . Then µE = 0. PPP Since µ(

⋂
i∈J Ei) = 0, µE ≤

∑
i∈J µ(E \ Ei). For i ∈ J , set

Hi = X ∩
⋂
j∈J\{i}E

′′
j and let hi be a conditional expectation of χHi on Σαi. Then X \ Ei ∈ Σi and

Hi ∈
∨
j∈I Σαj are relatively independent over Σαi, while χX − gi is a conditional expectation of χ(X \Ei)

on Σαi, so

µ(E \ Ei) = µ((E′′
i \ Ei) ∩Hi) =

∫

E′′
i

χ(X \ Ei)× χHidµ =

∫

E′′
i

(χX − gi)× hidµ

(by the definition of ‘relative independence’, 458Aa)
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=

∫
(χX − gi)× χE

′′
i × hidµ ≤

∫
δχE′′

i × hidµ

(by the definition of E′′
i )

= δ

∫

E′′
i

hidµ = δµ(E′′
i ∩Hi) = δµE.

Summing, we have

µE ≤ δ#(J)µE;

but δ#(J) < 1, so µE = 0. QQQ
Because 〈Σαi〉i∈I has T-removable intersections, there are Fi ∈ T ∩ Σαi ⊆ T ∩ Σi, for i ∈ J , such that⋂
i∈I Fi = ∅ and µ(E′′

i \ Fi) ≤
ǫ
2 for each i; in which case µ(Ei \ Fi) ≤ ǫ for each i. As 〈Ei〉i∈J and ǫ are

arbitrary, 〈Σi〉i∈I has T-removable intersections.

497D Lemma Let (X,Σ, µ) be a probability space, T a subalgebra of Σ, and 〈Σi〉i∈I a finite family of
σ-subalgebras of Σ which has T-removable intersections; suppose that T ∩ Σi is metrically dense in Σi for
each i. Set Σ∗ =

∨
i∈I Σi. Suppose that we have a finite set Γ, a function g : Γ → I and a family 〈Λγ〉γ∈Γ

of σ-subalgebras of Σ such that

〈Λγ〉γ∈Γ is relatively independent over Σ∗,
for each γ ∈ Γ, Λγ and Σ∗ are relatively independent over Σg(γ),
for each γ ∈ Γ, T ∩ Λγ is metrically dense in Λγ .

Let A be a finite set and f : A → I, φ : A → PΓ functions such that Σg(γ) ⊆ Σf(α) whenever α ∈ A and
γ ∈ φ(α). Suppose that

for each α ∈ A,
∨
γ∈φ(α) Λγ and Σ∗ ∨

∨
γ∈Γ\φ(α) Λγ are relatively independent over Σf(α).

Set Σ̃α = Σf(α) ∨
∨
γ∈φ(α) Λγ for α ∈ A. Then 〈Σ̃α〉α∈A has T-removable intersections.

proof Of course we can suppose that A is non-empty, and that Γ =
⋃
α∈A φ(α).

(a) To begin with, suppose that every Λγ is actually a finite subalgebra of T.

(i) Take a non-empty set B ⊆ A, a family 〈Eα〉α∈B ∈
∏
α∈B Σ̃α such that

⋂
α∈B Eα is negligible, and

ǫ > 0. Set ∆ =
⋃
α∈B φ(α). Let A be the set of atoms of

∨
γ∈∆ Λγ and set η =

ǫ

#(A)
> 0.

(ii) For each H ∈ A and α ∈ B, let C(H,α) be the atom of
∨
γ∈φ(α) Λγ including H. Then there is

a family 〈FHα〉α∈B , with empty intersection, such that FHα ∈ T ∩ Σα and µ(Eα ∩ C(H,α) \ FHα) ≤ η for
each α ∈ B. PPP For each γ ∈ ∆, let Hγ be the atom of Λγ including H, hγ : X → [0, 1] a Σg(γ)-measurable
function which is a conditional expectation of χHγ on Σg(γ), and Gγ = {x : hγ(x) > 0}. Note that

C(H,α) = X ∩
⋂
γ∈φ(α)Hγ for every α ∈ B,

H = X ∩
⋂
γ∈∆Hγ =

⋂
α∈B C(H,α).

Because Λγ and Σ∗ are relatively independent over Σg(γ), and Σg(γ) ⊆ Σ∗, hγ is a conditional expectation
of χHγ on Σ∗ for each γ (458Fb). Because 〈Λγ〉γ∈∆ is relatively independent over Σ∗, h =

∏
γ∈∆ hγ is

a conditional expectation of χH = χ(X ∩
⋂
γ∈∆Hγ) on Σ∗. (For the trivial case in which ∆ = ∅, take

h = χX.) For each α ∈ B we have Eα ∈ Σf(α) ∨
∨
γ∈φ(α) Λγ , so there is an an E′

α ∈ Σf(α) such that

Eα ∩ C(H,α) = E′
α ∩ C(H,α). Now

⋂
α∈B E

′
α ∈ Σ∗, so

∫
⋂

α∈B E′
α

h = µ(
⋂
α∈B E

′
α ∩

⋂
γ∈∆Hγ) ≤ µ(

⋂
α∈B(Eα ∩ C(H,α))) = 0;

accordingly
⋂
α∈B E

′
α ∩

⋂
γ∈∆Gγ is negligible. Set E′′

α = E′
α ∩

⋂
γ∈φ(α)Gγ for each α ∈ B; then E′′

α ∈ Σf(α),

because Gγ ∈ Σg(γ) ⊆ Σf(α) whenever γ ∈ φ(α). Also
⋂
α∈B E

′′
α is negligible.

Because 〈Σi〉i∈I has T-removable intersections and T∩Σi is metrically dense in Σi for each i, 〈Σf(α)〉α∈B
has T-removable intersections (497Bb). So we have FHα ∈ T ∩ Σf(α), for α ∈ B, such that

⋂
α∈A FHα = ∅

and µ(E′′
α \ FHα) ≤ η for every α.

If α ∈ B and γ ∈ φ(α),
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0 =
∫
E′

α\Gγ
hγ = µ(Hγ ∩ E

′
α \Gγ)

because hγ is a conditional expectation of χHγ on Σ∗. So if α ∈ B,

µ(Eα ∩ C(H,α) \ FHα) = µ(E′
α ∩ C(H,α) \ FHα)

≤ µ(E′′
α \ FHα) +

∑

γ∈φ(α)

µ(E′
α ∩Hγ \Gγ)

(because C(H,α) = X ∩
⋂
γ∈φ(α)Hγ)

≤ η,

as required. QQQ

(iii) For α ∈ B let Aα be the set of atoms of
∨
γ∈φ(α) Λγ and set

Fα =
⋃
G∈Aα

⋂
H∈A,H⊆G FHα.

Then Fα ∈ T ∩ Σ̃α and

µ(Eα \ Fα) =
∑

G∈Aα

µ(Eα ∩G \ Fα)

≤
∑

G∈Aα

∑

H∈A
H⊆G

µ(Eα ∩G \ FHα)

=
∑

H∈A

µ(Eα ∩ C(H,α) \ FHα) ≤ η#(A) = ǫ.

If H ∈ A then H ⊆ C(H,α) ∈ Aα and

H ∩ Fα ⊆ Fα ∩ C(H,α) ⊆ FHα,

for each α. So H ∩
⋂
α∈A Fα is empty. But X =

⋃
A so

⋂
α∈A Fα = ∅. As 〈Eα〉α∈B and ǫ are arbitrary,

〈Σ̃α〉α∈A has T-removable intersections.

(b) Next, suppose that each Λγ is the σ-algebra generated by T ∩ Λγ .

(i) For L ∈ [T]<ω, γ ∈ Γ and α ∈ A write ΛLγ for the algebra σ-generated by Λγ ∩ L and Σ̃Lα =
Σf(α) ∨

∨
γ∈φ(α) ΛLγ . Then

Σ̃∆α ⊆ Σ̃Lα whenever α ∈ A and ∆ ⊆ L ∈ [T]<ω,

∨
L∈[T]<ω Σ̃Lα = Σf(α) ∨

∨
γ∈φ(α)

∨
L∈[T]<ω ΛLγ = Σf(α) ∨

∨
γ∈φ(α) Λγ = Σ̃α

because each Λγ is the σ-algebra generated by T∩Λγ =
⋃
L∈[T]<ω ΛLγ . By (a), 〈Σ̃Lα〉α∈A has T-removable

intersections for every L ∈ [T]<ω.

(ii) Suppose that α ∈ A and L ∈ [T]<ω. Then
∨
γ∈φ(α) Λγ and Σ∗ ∨

∨
γ∈Γ\φ(α) Λγ are relatively in-

dependent over Σf(α), by hypothesis. So Σ̃α = Σf(α) ∨
∨
γ∈φ(α) Λγ and Σ∗ ∨

∨
γ∈Γ\φ(α) Λγ are relatively

independent over Σf(α) (458Db). Because Σf(α) ⊆ Σ̃Lα ⊆ Σ̃α, Σ̃α and Σ∗∨
∨
γ∈Γ\φ(α) Λγ are relatively inde-

pendent over Σ̃Lα (458Dc). Because
∨
γ∈φ(α) ΛLγ ⊆ Σ̃Lα, Σ̃α and Σ∗ ∨

∨
γ∈Γ ΛLγ are relatively independent

over Σ̃Lα (458Db again). So Σ̃α and
∨
β∈A Σ̃Lβ =

∨
β∈A(Σf(β) ∨

∨
γ∈φ(β) ΛLγ) ⊆ Σ∗ ∨

∨
γ∈Γ ΛLγ

are relatively independent over Σ̃Lα.

(iii) With (i), this shows that the family 〈Σ̃Lα〉L∈[T]<ω,α∈A satisfies the conditions of 497C, and 〈Σ̃α〉α∈A
has T-removable intersections.
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(c) Finally, for the general case, let Λ′
γ be the σ-algebra generated by Λγ ∩ T for γ ∈ Γ, and Σ′

α =
Σf(α) ∨

∨
γ∈φ(α) Λ′

γ for α ∈ A. If γ ∈ Γ and F ∈ Λγ , there is an F ′ ∈ Λ′
γ such that F△F ′ is negligible; so

if α ∈ A and E ∈ Σ̃α, there is an E′ ∈ Σ′
α such that E△E′ is negligible. By (b), 〈Σ′

α〉α∈A has T-removable

intersections; by 497Bc, 〈Σ̃α〉α∈A has T-removable intersections.

497E Theorem (Tao 07) Let (X,Σ, µ) be a probability space, and T a subalgebra of Σ. Let Γ be a
partially ordered set such that γ ∧ δ = inf{γ, δ} is defined in Γ for all γ, δ ∈ Γ, and 〈Σγ〉γ∈Γ a family of
σ-subalgebras of Σ such that

(i) T ∩ Σγ is metrically dense in Σγ for every γ ∈ Γ,
(ii) if γ, δ ∈ Γ and γ ≤ δ then Σγ ⊆ Σδ,
(iii) if γ ∈ Γ and ∆, ∆′ are finite subsets of Γ such that δ ∧ γ ∈ ∆′ for every δ ∈ ∆, then Σγ

and
∨
δ∈∆ Σδ are relatively independent over

∨
δ∈∆′ Σδ.

Then 〈Σγ〉γ∈Γ has T-removable intersections.

proof (a) To begin with (down to the end of (d) below) suppose that Γ is finite. In this case, we have a
rank function r : Γ → N such that r(γ) = min{n : n ∈ N, r(δ) < n for every δ < γ} for each γ ∈ Γ. For

a ⊆ Γ set Σ̃a =
∨
γ∈a Σγ ; note that T ∩ Σ̃a is always metrically dense in Σ̃a.

Let A be the family of those sets a ⊆ Γ such that γ ∈ a whenever γ ≤ δ ∈ a. For n ∈ N set Γn = {γ :
r(γ) = n} and An = {a : a ∈ A, r(γ) < n for every γ ∈ a}

(b) Suppose that a, b, c are subsets of Γ and that γ ∧ δ ∈ c whenever γ ∈ a and δ ∈ b ∪ (a \ {γ}). Then

(i) 〈Σγ〉γ∈a is relatively independent over Σ̃c,

(ii) Σ̃a and Σ̃b are relatively independent over Σ̃c.

PPP Induce on #(a). If a = ∅ then Σ̃a = {∅, X} and the result is trivial. For the inductive step, take γ0 ∈ a
and set a′ = a \ {γ0}. Then the inductive hypothesis tells us that 〈Σγ〉γ∈a′ is relatively independent over

Σ̃c and that Σ̃a′ and Σ̃b are relatively independent over Σ̃c. We also see that γ0 ∧ δ ∈ c whenever δ ∈ a′, so
that Σγ0 and Σ̃a′ are relatively independent over Σ̃c, by condition (iii) of this theorem. But this means that

〈Σγ〉γ∈a is relatively independent over Σ̃c (458Hb). Similarly, because in fact γ0 ∧ δ ∈ c for every δ ∈ a′ ∪ b,

Σγ0 and Σ̃a′ ∨ Σ̃b are relatively independent over Σ̃c; so the triple Σγ0 , Σ̃a′ and Σ̃b are relatively independent

over Σ̃c (458Hb again), and Σ̃a = Σγ0 ∨ Σ̃a′ and Σ̃b are relatively independent over Σ̃c (458Ha). Thus the
induction continues. QQQ

(c) For each n ∈ N, 〈Σ̃a〉a∈An
has T-removable intersections. PPP Induce on n. If n = 0 then An = {∅} and

the result is trivial. For the inductive step to n + 1 ≥ 1, apply 497D, as follows. The inductive hypothesis
tells us that 〈Σ̃a〉a∈An

has T-removable intersections, and we know that T ∩ Σ̃a is always metrically dense

in Σ̃a. Set

Σ∗ =
∨
a∈An

Σ̃a = Σ̃d

where d =
⋃
m<n Γm is the largest member of An. Define g : Γn → An by setting g(γ) = {δ : δ < γ}. Then

γ ∧ δ ∈ d for all distinct γ, δ ∈ Γn, so 〈Σγ〉γ∈Γn
is relatively independent over Σ∗, by (b-i) just above. If

γ ∈ Γn and δ ∈ d, γ ∧ δ ∈ g(γ), so Σγ = Σ̃{γ} and Σ∗ = Σ̃d are relatively independent over Σ̃g(γ), by (b-ii).
Of course T ∩ Σγ is metrically dense in Σγ for every γ ∈ Γn.

For a ∈ An+1, set φ(a) = a ∩ Γn and

f(a) = a \ φ(a) = a ∩
⋃
m<n Γm ∈ An.

If γ ∈ φ(a) then g(γ) ⊆ a, by the definition of A, so g(γ) ⊆ f(a) and Σ̃g(γ) ⊆ Σ̃f(a). Finally, by (b-

ii),
∨
γ∈φ(a) Σγ and Σ∗ ∨

∨
γ∈Γn\φ(a)

Σγ are relatively independent over Σ̃f(a), because if γ ∈ φ(a) and

δ ∈ d ∪ (Γn \ φ(a)) then γ ∧ δ ∈ g(γ) ⊆ f(a).
So all the hypotheses of 497D are satisfied, and

〈Σ̃f(a) ∨
∨
γ∈φ(a) Σγ〉a∈An+1

= 〈Σ̃a〉a∈An+1

has T-removable intersections. Thus the induction proceeds. QQQ

(d) Because Γ is finite, there is some n such that A = An. Now, for each γ ∈ Γ, set eγ = {δ : δ ≤ γ};

then eγ ∈ A and Σγ = Σ̃eγ . By 497Bb, or otherwise, 〈Σγ〉γ∈Γ has T-removable intersections, as required.
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(e) Thus the theorem is true when Γ is finite. For the general case, take any finite Γ0 ⊆ Γ and set
Γ′ = {inf a : a ⊆ Γ0 is non-empty}. Then Γ′ is finite and closed under ∧, and 〈Σγ〉γ∈Γ′ satisfies the
conditions of the theorem. So 〈Σγ〉γ∈Γ′ and 〈Σγ〉γ∈Γ0

have T-removable intersections. As Γ0 is arbitrary,
〈Σγ〉γ∈Γ has T-removable intersections (497Ba), and the proof is complete.

497F Invariant measures on P([I]<ω) (a) Let I be a set. Then P([I]<ω) is a compact Hausdorff
space, if we give it its usual topology, generated by sets of the form {R : a ∈ R ⊆ [I]<ω, b /∈ R} for finite
sets a, b ⊆ I. (You should perhaps fix on the case I = N for the first reading of this paragraph, so that
[I]<ω will be a relatively familiar countable set, and you can remember that P([I]<ω) is homeomorphic to
the Cantor set.) Let GI be the set of permutations of I, and for φ ∈ GI , R ⊆ [I]<ω set

φ•R = {φ[a] : a ∈ R} = {a : a ∈ [I]<ω, φ−1[a] ∈ R},

so that • is an action of GI on P([I]<ω), and R 7→ φ•R is a homeomorphism for every φ ∈ GI . Let PI be
the set of Radon probability measures on P([I]<ω). Then we have an action of GI on PI defined by saying
that

φ•E = {φ•R : R ∈ E}

for φ ∈ GI and E ⊆ P([I]<ω), and

(φ•µ)(E) = µ(φ−1•E)

for φ ∈ GI , µ ∈ PI and Borel sets E ⊆ P([I]<ω). Because R 7→ φ•R is a homeomorphism, the map
µ 7→ φ•µ is a homeomorphism when PI is given its narrow topology, corresponding to the weak* topology
on C(P([I]<ω))∗ (437J, 437Kc).

(b) If µ ∈ PI , I will say that µ is permutation-invariant if µ = φ•µ for every φ ∈ GI .

(c) For R ⊆ [I]<ω and J ⊆ I I write R⌈J for the trace R ∩ PJ ⊆ [J ]<ω of R on J . Let V be the family
of sets of the form VJS ={R : R ⊆ [I]<ω, R⌈J = S} where J ⊆ I is finite and S ⊆ PJ . If µ, ν ∈ PI agree
on V, they are equal. PPP If E ⊆ P([I])<ω is open-and-closed, it is determined by coordinates in some finite
subset K of [I]<ω, in the sense that if R ∈ E, R′ ⊆ [I]<ω and R ∩ K = R′ ∩ K, then R′ ∈ E. Let J ⊆ I be
a finite set such that K ⊆ [J ]<ω, and set S = {R⌈J : R ∈ E}. Now 〈VJS〉S∈S is a disjoint family in V with
union E, so

µE =
∑
S∈S µVJS = νE.

As E is arbitrary, µ = ν (416Qa). QQQ

(d) If I, J are sets and f : I → J is a function, I define f̃ : P([J ]<ω)→ P([I]<ω) by setting f̃(R) = {a :

a ∈ [I]<ω, f [a] ∈ R} for R ⊆ [J ]<ω. Note that f̃ is continuous, since {R : a ∈ f̃(R)} = {R : f [a] ∈ R} is
a basic open-and-closed set in P([J ]<ω) for every a ∈ [I]<ω. If I ⊆ J and f is the identity function, then

f̃(R) = R⌈I for every R ⊆ [J ]<ω. Observe that when φ ∈ GI and R ⊆ [I]<ω then φ̃(R) = φ−1•R.

497G Theorem (Tao 07) Let I be an infinite set and J a filter on I not containing any finite set. Let
T be the algebra of open-and-closed subsets of P([I]<ω), and µ ∈ PI a permutation-invariant measure. For
J ⊆ I, write ΣJ for the σ-algebra of subsets of P([I]<ω) generated by sets of the form Ea = {R : a ∈ R ⊆
[I]<ω} where a ∈ [J ]<ω. Then 〈ΣJ 〉J∈J has T-removable intersections with respect to µ.

proof I seek to apply 497E with Γ = J , ordered by ⊆. If J ∈ J and a ∈ [J ]<ω then {R : a ∈ R ⊆ [I]<ω}
belongs to T ∩ ΣJ ; accordingly ΣJ is the σ-algebra generated by T ∩ ΣJ and T ∩ ΣJ is metrically dense in
ΣJ . Condition (ii) of 497E is obviously satisfied. As for condition (iii), we can use 459I, as follows. Taking
X = P([I]<ω), we have the action • of GI on X described in 497Fa, and R 7→ φ•R is inverse-measure-
preserving for each φ because µ is permutation-invariant. Now we see easily that

—– for every J ⊆ I,
⋃
K∈[J]<ω ΣK contains Ea for every a ∈ [J ]<ω, so σ-generates ΣJ ;

—– if a ∈ [I]<ω and φ ∈ GI ,

Eφ[a] = {R : φ[a] ∈ R} = {φ•R : φ[a] ∈ φ•R} = {φ•R : a ∈ R} = φ•Ea;
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—– if J ⊆ I, then {E : φ•E ∈ Σφ[J]} is a σ-algebra of sets containing φ−1•Eφ[a] = Ea whenever
a ∈ [J ]<ω, so it includes ΣJ , and φ•E ∈ Σφ[J] for every E ∈ ΣJ ;

—– if J ⊆ I and φ ∈ GI is such that φ(i) = i for every i ∈ J , then {E : φ•E = E} is a
σ-algebra of sets containing Ea for every a ∈ [J ]<ω, so it includes ΣJ , and φ•E = E for every
E ∈ ΣJ .

Thus the conditions of 459I are satisfied. So if J ∈ J and K, K′ are (finite) subsets of J such that J∩K ∈ K′

for every K ∈ K, 459I tells us that ΣJ and
∨
K∈K ΣK are relatively independent over

∨
K∈K′ ΣK , as required

by (iii) of 497E.
So 497E gives the result we seek.

497H I come now to the next essential ingredient of the proof.

Construction Suppose we are given a sequence 〈(mn, Tn)〉n∈N and a non-principal ultrafilter F on N such
that

(α) 〈mn〉n∈N is a sequence in N \ {0} and limn→F mn =∞,
(β) Tn ⊆ Pmn for each n.

Then for any set I there is a permutation-invariant µ ∈ PI such that

µ{R : R⌈K = S} = limn→F
1

m
#(K)
n

#({z : z ∈ mK
n , z̃(Tn) = S})

whenever K ⊆ I is finite and S ⊆ PK.

proof (a) For each n ∈ N let νn be the usual measure on mI
n, the product of I copies of the uniform

probability measure on the finite set mn. The function w 7→ w̃(Tn) : mI
n → P([I]<ω) is continuous, since

for any a ∈ [I]<ω the set {w : a ∈ w̃(Tn)} = {w : w[a] ∈ Tn} is determined by coordinates in the finite
set a. So we have a corresponding Radon probability measure µn on P([I]<ω) defined by saying that
µnE = νn{w : w̃(Tn) ∈ E} for every set E ⊆ P([I]<ω) such that νn measures {w : w̃(Tn) ∈ E} (418I). If
K ⊆ I is finite and w ∈ mI

n, then

w̃(Tn)⌈K = {a : a ⊆ K, w[a] ∈ Tn} = {a : a ⊆ K, (w↾K)[a] ∈ Tn} = (w↾K)
∼

(Tn).

So if S ⊆ PK, then

µn{R : R⌈K = S} = νn{w : w ∈ mI
n, w̃(Tn)⌈K = S}

= νn{w : w ∈ mI
n, (w↾K)

∼

(Tn) = S}

=
1

m
#(K)
n

#({z : z ∈ mK
n , z̃(Tn) = S}).

Let µ be the limit limn→F µn in the narrow topology on PI ; then

µ{R : R⌈K = S} = lim
n→F

µn{R : R⌈K = S}

(because {R : R⌈K = S} is open-and-closed; see 437Jf)

= lim
n→F

1

m
#(K)
n

#({z : z ∈ mK
n , z̃(Tn) = S})

whenever K ⊆ I is finite and S ⊆ PK.

(b) Now let φ : I → I be any permutation and φ̃ : P([I]<ω)→ P([I]<ω) the corresponding permutation.
Then for any finite K ⊆ I,

φ̃(R)⌈K = {a : a ⊆ K, a ∈ φ̃(R)}

= {a : a ⊆ K, φ[a] ∈ R} = {a : a ∈ [I]<ω, φ[a] ∈ R⌈φ[K]}.

Fix n ∈ N for the moment. If K ⊆ I is finite, and S ⊆ PK, then
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µnφ̃
−1{R : R⌈K = S} = µn{R : φ̃(R)⌈K = S}

= µn{R : S = {a : a ∈ [I]<ω, φ[a] ∈ R⌈φ[K]}}

= µn{R : R⌈φ[K] = {φ[a] : a ∈ S}}

= νn{w : w̃(Tn)⌈φ[K] = {φ[a] : a ∈ S}}

= νn{w : {a : a ⊆ φ[K], w[a] ∈ Tn} = {φ[a] : a ∈ S}}

= νn{w : {φ[a] : a ⊆ K, w[φ[a]] ∈ Tn} = {φ[a] : a ∈ S}}

= νn{w : {a : a ⊆ K, (wφ)[a] ∈ Tn} = S}

= νn{w : {a : a ⊆ K, w[a] ∈ Tn} = S}

(because w 7→ wφ : mI
n → mI

n is an automorphism for the measure νn)

= νn{w : w̃(Tn)⌈K = S} = µn{R : R⌈K = S}.

So µn and µnφ̃
−1 agree on the family V of basic open-and-closed sets described in 497F. As this is true for

every n, we also have µV = µφ̃−1[V ] for every V ∈ V, and µ = µφ̃−1. As φ is arbitrary, µ is permutation-
invariant.

497I Definition If I, J are sets, R ⊆ PI and S ⊆ PJ , I will say for the purposes of the next two results
that an embedding of (I,R) in (J, S) is an injective function f : I → J such that f [a] ∈ S for every a ∈ R,

that is (when S ⊆ [J ]<ω), R ⊆ f̃(S).

497J Theorem (Nagle Rödl & Schacht 06) Let L be a finite set with r members, and T ⊆ PL.
Then for every ǫ > 0 there is a δ > 0 such that whenever I is a non-empty finite set, R ⊆ PI and the number
of embeddings of (L, T ) in (I,R) is at most δ#(I)r, there is an S ⊆ PI such that #(S ∩ [I]k) ≤ ǫ#(I)k for
every k and there is no embedding of (L, T ) in (I,R \ S).

proof (Tao 07) ??? Suppose, if possible, otherwise.

(a) We have a sequence 〈(mn, Tn)〉n∈N such that

mn ∈ N \ {0}, Tn ⊆ Pmn; the number of embeddings of (L, T ) in (mn, Tn) is at most 2−nmr
n; if

S ⊆ Pmn and #(S∩[mn]k) ≤ ǫmk
n for every k then there is an embedding of (L, T ) in (mn, Tn\S)

for every n ∈ N. Of course (L, T ) always has at least one embedding in (mn, Tn) so limn→∞mn =∞. Let I
be an infinite set including L and F a non-principal ultrafilter on N. Let µ ∈ PI be the permutation-invariant
measure defined from 〈(mn, Tn)〉n∈N and F by the process of 497H.

(b) For c ⊆ L set Jc = c ∪ (I \ L), so that ΣJc , in the notation of 497G, is the σ-algebra of subsets of
P([I]<ω) generated by sets of the form Ea = {R : a ∈ R ⊆ [I]<ω} where a ∈ [c∪ (I \L)]<ω. Note that every
member of ΣJc is determined by coordinates in PJc, in the sense that if R ∈ E ∈ ΣJc , R′ ⊆ P([I]<ω) and
R ∩ PJc) = R′ ∩ PJc, then R′ ∈ E.

By 497G, applied to the filter J on I generated by {I \ L}, 〈ΣJc〉c⊆L has T-removable intersections
with respect to µ, where T is the algebra of open-and-closed subsets of P([I]<ω). A fortiori, 〈ΣJc〉c∈T has
T-removable intersections with respect to µ.

(c) Ec ∈ ΣJc for every c ∈ T , and
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µ(
⋂

c∈T

Ec) = µ{R : T ⊆ R} =
∑

T⊆T ′⊆PL

µ{R : R⌈L = T ′}

=
∑

T⊆T ′⊆PL

lim
n→F

1

mr
n

#({z : z ∈ mL
n , z̃(Tn) = T ′})

= lim
n→F

1

mr
n

∑

T⊆T ′⊆PL

#({z : z ∈ mL
n , z̃(Tn) = T ′})

= lim
n→F

1

mr
n

#({z : z ∈ mL
n , T ⊆ z̃(Tn)})

= lim
n→F

1

mr
n

#({z : z ∈ mL
n is injective, T ⊆ z̃(Tn)})

(because limn→∞
kn

mr
n

= 0, where kn = mr
n−

mn!

(mn−r)!
is the number of non-injective functions from L to mn)

= lim
n→F

1

mr
n

#({z : z is an embedding of (L, T ) in (mn, Tn)}) = 0.

(d) Take η > 0 such that 2η#(T ) < ǫ, and 〈Fc〉c∈T such that
⋂
c∈T Fc = ∅ and Fc ∈ T ∩ ΣJc and

µ(Ec \ Fc) ≤ η for every c ∈ T . Every Fc is open-and-closed, so there is an M ∈ [I]<ω such that L ⊆ M
and every Fc is determined by coordinates in PM . In this case, each Fc is determined by coordinates in
PM ∩ PJc = P(c ∪ (M \ L)). Setting

F ′
c = {R⌈M : R ∈ Fc}, E′

c = {R⌈M : R ∈ Ec} = {R : c ∈ R ⊆ PM},

we have

Fc = {R : R ⊆ [I]<ω, R⌈M ∈ F ′
c}, Ec = {R : R ⊆ [I]<ω, R⌈M ∈ E′

c},

while both E′
c and F ′

c, and therefore E′
c \F

′
c, regarded as subsets of P(PM), are determined by coordinates

in P(c ∪ (M \ L)). Because
⋂
c∈T Fc is empty, so is

⋂
c∈T F

′
c.

(e) Let n ≥ r be such that

1

m
#(M)
n

#({z : z ∈ mM
n , z̃(Tn) ∈ E′

c \ F
′
c}) ≤ η + µ{R : R⌈M ∈ E′

c \ F
′
c}

= η + µ{R : R ∈ Ec \ Fc} ≤ 2η

for every c ∈ T . For c ∈ T set

Qc = {z : z ∈ mM
n , z̃(Tn) ∈ E′

c \ F
′
c},

so that #(Qc) ≤ 2ηm
#(M)
n . Since

∑

c∈T
w∈mM\L

n

#({z : w ⊆ z ∈ Qc}) =
∑

c∈T

#(Qc) ≤ 2η#(T )m#(M)
n

≤ ǫm#(M)
n = ǫ#(mM\L

n )mr
n,

there must be a w ∈ m
M\L
n such that

∑
c∈T,w∈m

M\L
n

#({z : w ⊆ z ∈ Qc}) ≤ ǫmr
n;

set

Q′
c = {z : w ⊆ z ∈ Qc, z↾c is injective}

for c ∈ T , so that
∑
c∈T #(Q′

c) ≤ ǫm
r
n.

If c ∈ T and #(c) = k, then

#({z[c] : z ∈ Q′
c}) =

1

mr−k
n

#(Q′
c).
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PPP If z, z′ ∈ mM
n and z↾(c ∪ (M \ L)) = z′↾(c ∪ (M \ L)), then z̃(Tn)⌈(c ∪ (M \ L)) = z̃′(Tn)⌈(c ∪ (M \ L)),

so z̃(Tn) ∈ E′
c \ F

′
c iff z̃′(Tn) ∈ E′

c \ F
′
c, that is, z ∈ Qc iff z′ ∈ Qc. So if a = z[c] for some z ∈ Q′

c, then

{z′ : z′ ∈ Q′
c, z

′[c] = a} = {z′ : z′ ∈ mM
n , z′↾(c ∪ (M \ L)) = z↾(c ∪ (M \ L))}

has just #(m
L\c
n ) = mr−k

n members. QQQ

(f) Consider

S = {z[c] : c ∈ T , z ∈ Q′
c}.

Then

#(S ∩ [mn]k) = #([mn]k ∩ {z[c] : c ∈ T, z ∈ Q′
c})

= #({z[c] : c ∈ T ∩ [L]k, z ∈ Q′
c})

(because every member of Q′
c is injective on c)

≤
∑

c∈T
#(c)=k

1

mr−k
n

#(Q′
c)

(by the last remark in (e))

≤
1

mr−k
n

ǫmr
n = ǫmk

n

for every k. So by the choice of (mn, Tn) there is an embedding v of (L, T ) in (mn, Tn \ S); take z = v ∪w,
so that w ⊆ z ∈ mM

n and z↾L = v is injective and z[c] /∈ S for every c ∈ T . However, there is some c ∈ T
such that z̃(Tn) /∈ F ′

c. As c ∈ z̃(Tn), z̃(Tn) ∈ E′
c. But now z ∈ Q′

c and z[c] ∈ S. XXX

This contradiction proves the theorem.

497K Corollary: the Hypergraph Removal Lemma For every ǫ > 0 and r ≥ 1 there is a δ > 0
such that whenever I is a finite set, R ⊆ [I]r and #({J : J ∈ [I]r+1, [J ]r ⊆ R}) ≤ δ#(I)r+1, there is an
S ⊆ [I]r such that #(S) ≤ ǫ#(I)r and there is no J ∈ [I]r+1 such that [J ]r ⊆ R \ S.

proof In 497J, take L to be a set with r + 1 members, and set T = [L]r in 497J. Then there is a δ0 > 0
such that whenever I is a finite set, R ⊆ [I]r and the number of embeddings of (L, [L]r) in (I,R) is at most
δ0#(I)r+1, there is an S ⊆ [I]r such that #(S) ≤ ǫ#(I)r and there is no embedding of (L, [Lr]) in (I,R\S).

Try δ =
1

(r+1)!
δ0. If I is finite, R ⊆ [I]r and J = {J : J ∈ [I]r+1, [J ]r ⊆ R} has at most δ#(I)r+1 members,

then an embedding of (L, [L]r) in (I,R) is an injective function f : L → I such that f [J ] ∈ R for every
J ∈ [L]r, that is, f [L] ∈ J . So the number of such embeddings is (r + 1)!#(J ) ≤ δ0#(I)r+1. There is
therefore an S ⊆ [I]r such that #(S) ≤ ǫ#(I)r and there is no embedding of (L, [L]r) in (I,R \ S), that is,
there is no J ∈ [I]r+1 such that [J ]r ⊆ R \ S.

497L Corollary: Szemerédi’s Theorem (Szemerédi 75) For every ǫ > 0 and r ≥ 2 there is an
n0 ∈ N such that whenever n ≥ n0, A ⊆ n and #(A) ≥ ǫn there is an arithmetic progression of length r+ 1
in A.

proof (Frankl & Rödl 02) Set η =
1

r!
(

ǫ

2r!
)r. Take δ > 0 such that whenever I is a finite set, R ⊆ [I]r

and #({J : J ∈ [I]r+1, [J ]r ⊆ R}) ≤ δ#(I)r+1, there is an S ⊆ [I]r such that #(S) ≤
η

2(r+1)r
#(I)r and

there is no J ∈ [I]r+1 such that [J ]r ⊆ R\S. Let n0 be such that ǫn ≥ 2r ·r! and n(r+1)r+1δ ≥ 1 whenever
n ≥ n0. Take n ≥ n0 and A ⊆ n such that #(A) ≥ ǫn.

Let C ⊆ nr be the set

{(i0, i1, . . . , ir−1) :
∑r−1
j=0(j + 1)ij ∈ A}.
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Then #(C) ≥ ηnr.9 PPP For m < r! set Am = {i : i ∈ A, i ≡ m mod r!}. Then there is an m such that

#(Am) ≥
ǫn

r!
. Now we have an injection φ : [Am]r → C given by saying that if l0 < . . . < lr−1 in Am then

φ({l0, . . . , lr−1})(j) = l0 if j = 0

=
1

j+1
(lj − lj−1) if 0 < j < r.

So

#(C) ≥ #([Am]r) ≥
1

r!
(
ǫn

r!
− r)r ≥

1

r!
(
ǫn

2r!
)r = ηnr. QQQ

Let I be n× (r + 1) and for c = (i0, . . . , ir−1) ∈ C set

Jc = {(ij , j) : j < r} ∪ {(
∑r−1
j=0 ij , r)} ∈ [I]r+1.

Observe that if c, c′ ∈ C are distinct, then [Jc]
r ∩ [Jc′ ]

r = ∅, since given any face of the r-simplex Jc we can
read off all but at most one of the coordinates of c and calculate the last. Set R =

⋃
c∈C [Jc]

r ⊆ [I]r.

??? Suppose, if possible, that the only r-simplices J ∈ [I]r+1 such that [J ]r ⊆ R are of the form Jc for
some c ∈ C. Then there are at most

#(C) ≤ nr ≤ nr · n(r + 1)r+1δ = δ#(I)r+1

such simplices; by the choice of δ, there is an S ⊆ [I]r such that R \ S covers no r-simplices and

#(S) ≤
η

2(r+1)r
#(I)r =

η

2
nr < #(C).

But every Jc must have a face in S, and no two Jc share a face, so this is impossible. XXX
So we have an r-simplex J ∈ [I]r+1, which is not of the form Jc where c ∈ C, such that [J ]r ⊆ R. Now

since the only faces put into R come from the Jc, and therefore meet each of the r + 1 levels n× {k} in at
most one point, J must be of the form {(ij , j) : j < r} ∪ {(l, r)}. Since {(ij , j) : j < r} is a face of some Jc,
c = (i0, . . . , ir−1) ∈ C. Set l′ = i0 + . . .+ ir−1; then l′ 6= l because J 6= Jc. For each k < r, J \ {(ik, k)} is a
face of J and therefore of Jc′ for some c′ ∈ C; now Jc′ must be

(J \ {(ik, k)}) ∪ {(l −
∑
j<r,j 6=k ij , k)} = (J \ {(ik, k)}) ∪ {(ik + l − l′, k)}

and
∑r
j=0(j + 1)ij + (k + 1)(l − l′)

belongs to A. Since this is true for every k < r, and we also have
∑r
j=0(j+ 1)ij ∈ A because c ∈ C, we have

an arithmetic progression in A of length r + 1, as required.

497M For a full-strength version of the multiple recurrence theorem it seems that the ideas described
above are inadequate; for an adaptation which goes farther, see Austin 10a and Austin 10b. However the
methods here can reach the following.

Lemma (cf. Solymosi 03) Suppose that r ≥ 1 and n ∈ N. For 0 ≤ j, k < r set ej(k) = 1 if k = j, 0
otherwise. For z ∈ nr and C ⊆ nr write

∆(z, C) = {k : k ∈ Z, z + kei ∈ C for every i < r}, q(z, C) = #(∆(z, C)).

Then for every ǫ > 0 there is a δ > 0 such that #({z : z ∈ nr, q(z, C) ≥ δn}) ≥ δnr whenever n ∈ N, C ⊆ nr

and #(C) ≥ ǫnr.

proof We can use some of the same ideas as in 497L. Let ǫ′ > 0 be such that 2rrrǫ′ < ǫ. Let δ > 0 be such
that whenever I is finite, R ⊆ [I]r and #({J : J ∈ [I]r+1, [J ]r ⊆ R}) ≤ δ#(I)r+1 there is an S ⊆ R such
that #(S) ≤ ǫ′#(I)r and there is no J ∈ [I]r+1 such that [J ]r ⊆ R \ S (497K).

Take n ∈ N and C ⊆ nr such that #(C) ≥ ǫnr. Set I = (n × r) ∪ (nr × {r}), so that #(I) = 2nr. For
c ∈ C set

9For the rest of this proof, and also in 497M and 497N below, I will use the formula nr both for the set of functions from

r = {0, . . . , r− 1} to n = {0, . . . , n− 1} and for its cardinal interpreted as a real number; I trust that this will not lead to any
confusion.

D.H.Fremlin



122 Further topics 497M

Jc = {(c(i), i) : i < r} ∪ {(
∑r−1
i=0 c(i), r)} ∈ [I]r+1;

set R =
⋃
c∈C [Jc]

r. Observe that if c, c′ ∈ C are distinct then [Jc]
r and [Jc′ ]

r are disjoint. If S ⊆ R and
#(S) ≤ ǫ′#(I)r, then #(S) < ǫnr and there must be a c ∈ C such that [Jc]

r ∩ S = ∅ and [Jc]
r ⊆ R \ S.

Consequently

K = {K : K ∈ [I]r+1, [K]r ⊆ R}

must have more than δ#(I)r+1 ≥ 2δnr+1 members, by the choice of δ.

Next, #(K) =
∑
z∈nr q(z, C). PPP Set B = {(z, k) : z ∈ nr, k ∈ Z, z + kei ∈ C for every i < r}; then

#(B) =
∑
z∈nr q(z, C). For any K ∈ K, there must be a cK ∈ C such that (cK(i), i) ∈ K for every i < r

while (kK +
∑r−1
i=0 cK(i), r) ∈ K for some kK ; in this case, cK + kKei ∈ C for every i < r and (cK , kK) ∈ B.

Conversely, starting from (z, k) ∈ B, {(z(i), i) : i < r}∪{(k+
∑r−1
i=0 z(i), r)} belongs to K. So K 7→ (cK , kK)

is a bijection from K to B and #(K) = #(B). QQQ

Thus
∑
z∈nr q(z, C) ≥ 2δnr+1. Of course

q(z, C) ≤ #({k : z + ke0 ∈ n
r} ≤ n

for every z ∈ nr. So setting D = {z : z ∈ nr, q(z, C) ≥ δn}, we have

2δnr+1 ≤ n#(D) + δn · nr ≤ n#(D) + δnr+1

and #(D) ≥ δnr, as claimed.

497N Theorem (Furstenburg 81) Let (A, µ̄) be a probability algebra and 〈πi〉i<r a non-empty finite
commuting family of measure-preserving Boolean homomorphisms from A to itself. If a ∈ A \ {0}, there is
an η > 0 such that

∑n−1
k=0 µ̄(infi<r π

k
i a) ≥ ηn

for every n ∈ N.

proof (a) To being with, suppose that every πi is an automorphism. Doubling r if necessary, we can suppose
that for every i < r there is a j < r such that πj = π−1

i . Let (Z,Σ, µ) be the Stone space of (A, µ̄) (321K),
and set E = â, the open-and-closed subset of Z corresponding to a ∈ A. For each i < r let Ti : Z → Z be

the homeomorphism corresponding to πi : A→ A, so that T−1
i [̂b] = π̂ib for every b ∈ A (312Q10); note that

TiTj corresponds to πjπi (312R11) and TiTj = TjTi (because the representations in 312Q are unique), for
all i, j < r.

In 497M, set ǫ = 1
2µE = 1

2 µ̄a and take a corresponding δ > 0; set η = 1
2δ

2ǫ. Now, given n ≥ 1, then for

z ∈ nr set T̃z =
∏
i<r T

z(i)
i . (We can speak of the product without inhibitions because the Ti commute.)

Consider the set W = {(x, z) : z ∈ nr, T̃z(x) ∈ E}. Then W−1[{z}] has measure µE for every z, so if we
set F = {x : x ∈ E, #(W [{x}]) ≥ ǫnr} we have

nrµE ≤ nrµF + ǫnr, µF ≥ ǫ.

In the notation of 497M, set

V = {(x, z) : (x, z) ∈W , q(z,W [{x}]) ≥ δn};

then for any x ∈ F we have #(V [{x}]) ≥ δnr, by the choice of δ. There must therefore be a z ∈ nr such
that µV −1[{z}] ≥ δµF ≥ δǫ. Take any x ∈ V −1[{z}] and k ∈ ∆(z,W [{x}]). Setting ei(i) = 1 and ei(j) = 0

for i < r and j ∈ r \ {i}, z + kei ∈ W [{x}], that is, T ki T̃z(x) ∈ E, for every i < r. Also |k| < n. Set

G = T̃z[V
−1[{z}]], so that µG ≥ δǫ and for every y ∈ G we have #({k : |k| < n, T ki (y) ∈ E for every

i < r}) ≥ δn. But this means that

10Formerly 312P.
11Formerly 312Q.
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n−1∑

k=0

µ̄(inf
i<r

πki a) =

n−1∑

k=0

µ{x : T ki (x) ∈ E for every i < r}

≥
1

2

∑

|k|<n

µ{x : T ki (x) ∈ E for every i < r}

(because if T ki (x) ∈ E for every i < r then T
|k|
i (x) ∈ E for every i < r)

=
1

2

∫
#({k : |k| < n, T ki (x) ∈ E for every i < r})µ(dx)

≥
1

2
δnµG ≥

1

2
δ2ǫn = ηn,

as required.

(b) For the general case, 328J tells us that there are a probability algebra (C, λ̄), a measure-preserving
Boolean homomorphism π : A → C and a commuting family 〈π̃i〉i<r of measure-preserving automorphisms
of C such that π̃iπ = ππi for every i < r. Now πa ∈ C \ {0}, so there is an η > 0 such that

ηn ≤
∑n−1
k=0 λ̄(infi<r π̃

k
i πa) =

∑n−1
k=0 λ̄(infi<r ππ

k
i a) =

∑n−1
k=0 µ̄(infi<r π

k
i a)

for every n ∈ N.

497X Basic exercises (a) Let (X,Σ, µ) be a probability space, 〈Σi〉i∈I an independent family of σ-
subalgebras of Σ, and T a subalgebra of Σ such that T ∩ Σi is metrically dense in Σi for every i ∈ I. For
J ⊆ I set Σ̃J =

∨
i∈J Σi. Show that 〈Σ̃J 〉J⊆I has T-removable intersections.

(b) Let I be a set, GI the group of permutations of I with its topology of pointwise convergence (441G,
449Xh), and • the action of GI on P([I]<ω) described in 497F. Show that • is continuous.

(c) In 497F, show that {µ : µ ∈ PI is permutation-invariant} is a closed subset of PI .

497Y Further exercises (a) (i) Show that if A ⊆ N has non-zero upper asymptotic density then there
is a translation-invariant additive functional ν : PZ→ [0, 1] such that νA > 0. (ii) Consider the statement

(†) If ǫ > 0 and A ⊆ N are such that #(A ∩ n) ≥ ǫn for every n then A includes arithmetic
progressions of all finite lengths.

Use Theorem 497N to prove (†). (iii) Find a direct proof that (†) implies Szemerédi’s theorem.

497 Notes and comments I am grateful to T.D.Austin for introducing me to a preprint of Tao 07, on
which this section is based.

Regarded as a proof of Szemerédi’s theorem, the argument above has the virtues of reasonable brevity
and (I hope) of completeness and correctness. It depends, of course, on non-trivial ideas from measure
theory, which for anyone except a measure theorist will compromise the claim of ‘brevity’; and even measure
theorists may find that the proofs here demand close attention. There are further, more significant, defects.
The outstanding problem associated with Szemerédi’s theorem is the estimation of n0 as a function of r and
ǫ; and while in a theoretical sense it must be possible to trace through the arguments above to establish
rigorous bounds, the methods are not well adapted to such an exercise, and one would not expect the bounds
obtained to be good. There is also the point that I have made uninhibited use of the axiom of choice. The
ultrafilter in 497J can easily be replaced by an appropriate sequence, but all standard treatments of measure
theory assume at least the countable axiom of choice, and Szemerédi’s theorem is clearly true in significantly
weaker theories than ordinary ZF.

The first ‘measure-theoretic’ proof of Szemerédi’s theorem was due to Furstenburg 77, and relied on a
deep analysis of the structure of measure-preserving transformations. While the methods described here do
not seem to give us any information on this structure, it is apparently a folklore result that the hypergraph
removal lemma provides a quick proof of the basic theorem used in Furstenburg’s approach (497N, 497Ya).

D.H.Fremlin



124 Further topics 497 Notes

The value of the work here, therefore, lies less in its applications to the hypergraph removal lemma and
Szemerédi’s theorem, than in the idea of ‘removable intersections’, where Theorems 497E and 497G give us
two remarkable results, and useful exercises in the theory of relative independence from §458. We also have
an instructive example of a more general phenomenon. Given a sequence of finite objects with quantititative
aspects, it is often profitable to seek a measure µ reflecting the asymptotic behaviour of this sequence; this is
the idea of the construction in 497H. The ‘quantitative aspects’ here, as developed in 497J, are the proportion
of functions from L to mn which are embeddings of (L, T ) in (mn, Tn), and the proportion of simplices in
[mn]k which must be removed from Tn in order to destroy all these embeddings. The measure µ is set up
to describe the limits of these proportions as measures of appropriate sets.

Returning to the definition 497Aa, most of its clauses can be expressed in terms of the measure algebra
of the measure µ; but the final ‘

⋂
i∈J Fi = ∅’ has to be taken literally, and makes sense only in terms of

the measure space itself. In the key application (part (d) of the proof of 497J), the original sets Ec, with
negligible intersection, already belong to the algebra T, but the adjustment to sets Fc with empty intersection
is still non-trivial, because of the requirement that each Fc must belong to the prescribed σ-algebra ΣJc .

I said in 497F that you could note that P([N]<ω) is homeomorphic to the Cantor set, so that PN is
isomorphic to the space of Radon probability measures on {0, 1}N. However the point of the construction
there is that we are looking at a particular action of the symmetric group GN on P([N]<ω); and this has
very little to do with the natural actions of GN on PN or {0, 1}N, as studied in 459E and 459H, for instance.
In particular, permutation-invariant measures, in the sense of 497Fb, will not normally be invariant under
the much larger group derived from all permutations of [N]<ω rather than just those corresponding to
permutations of N.

I express 497N in terms of measure-preserving automorphisms of probability algebras in order to connect it
with the treatment of ergodic theory in Chapter 38, but you will observe that the proof presented immediately
shifts to a more traditional formulation in terms of probability spaces. This is only one of many multiple
recurrence theorems, some of them much stronger (and, it seems, deeper) than 497N or, indeed, 497J.

Version of 25.3.22

498 Cubes in product spaces

I offer a brief note on a special property of (Radon) product measures.

498A Proposition Let (A, µ̄) be a semi-finite measure algebra with its measure-algebra topology (323A).
Suppose that A ⊆ A is an uncountable analytic set. Then there is a compact set L ⊆ A, homeomorphic to
{0, 1}N, such that inf L 6= 0 in A.

proof A \ {0} is still an uncountable analytic subset of A. By 423K, it has a subset homeomorphic to
{0, 1}N ∼= PN; let f : PN→ A \ {0} be an injective continuous function. Because (A, µ̄) is semi-finite, there
is an a ⊆ f(∅) such that 0 < µ̄a < ∞; set δ = 1

2 µ̄a. Note that (I, J) 7→ µ̄(a ∩ f(I) \ f(J)) : (PN)2 → R is
continuous. Choose a sequence 〈kn〉n∈N in N inductively, as follows. Given 〈ki〉i<n, set Kn = {ki : i < n}.
For each J ⊆ Kn we have limr→∞ µ̄(f(J) \ f(J ∪{r})) = 0, so there is a kn, greater than ki for every i < n,
such that µ̄(f(J) \ f(J ∪ {kn}) ≤ 2−2n−1δ for every J ⊆ Kn; continue.

Now

µ̄(a ∩ infJ⊆Kn
f(J)) ≥ δ(1 + 2−n)

for every n ∈ N. PPP Induce on n. If n = 0, then a ∩ infJ⊆Kn
f(J) = a ∩ f(∅) has measure 2δ = δ(1 + 2−0).

For the inductive step to n+ 1 ≥ 1, observe that

c© 2002 D. H. Fremlin
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µ̄(a ∩ inf
J⊆Kn+1

f(J)) = µ̄(a ∩ inf
J⊆Kn

f(J) ∩ f(J ∪ {kn}))

≥ µ̄(a ∩ inf
J⊆Kn

f(J))−
∑

J⊆Kn

µ̄(f(J) \ f(J ∪ {kn}))

≥ δ(1 + 2−n)−
∑

J⊆Kn

2−2n−1δ

(by the inductive hypothesis and the choice of kn)

= δ(1 + 2−n−1).

So the induction proceeds. QQQ
Set K = {ki : i ∈ N}, c = inf{f(J) : J ⊆ K is finite}. Then

ν̄(a ∩ c) = infn∈N µ̄(a ∩ infJ⊆Kn
f(J)) ≥ δ,

and c 6= 0. But now observe that L = f [PK] is a subset of A homeomorphic to PK and therefore to {0, 1}N.
Also {b : b ⊇ c} is closed (323D(d-i)), so C = {J : f(J) ⊇ c} is closed in PK; as it includes the dense set
[K]<ω, C = PK and inf L ⊇ c is non-zero.

498B Proposition (see Brodskǐı 1949, Eggleston 54) Let (X,T,Σ, µ) be an atomless Radon measure

space, (Y,S,T, ν) an effectively locally finite τ -additive topological measure space and λ̃ the τ -additive

product measure on X × Y (417C, 417F). Then if W ⊆ X × Y is closed and λ̃W > 0 there are a non-
scattered compact set K ⊆ X and a closed set F ⊆ Y of positive measure such that K × F ⊆W .

proof (a) To begin with (down to the end of (c)), let us suppose that both µ and ν are totally finite. Let
(B, ν̄) be the measure algebra of ν. Writing λ for the c.l.d. product measure on X × Y , there is a W ′ ⊇W

such that λW ′ is defined and equal to λ̃W (apply 417C(b-v) to the complement of W ). By 418Tb, there
is a µ-conegligible set X0 such that W ′[{x}] ∈ T for every x ∈ X0, B = {W ′[{x}]• : x ∈ X0} is separable
for the measure-algebra topology of B, and x 7→W ′[{x}]• : X0 → B is measurable. Now Fubini’s theorem,

applied in the form of 252D to λ and in the form of 417Ga to λ̃, tells us that∫
νW ′[{x}]µ(dx) = λW ′ = λ̃W =

∫
νW [{x}]µ(dx).

So X1 = {x : x ∈ X0, W ′[{x}]• = W [{x}]•} is µ-conegligible. Since the topology of B is metrizable
(323Ad or 323Gb), B is separable and metrizable, and x 7→ W [{x}]• : X1 → B is almost continuous (418J,
applied to the subspace measure on X1). Let K∗ ⊆ X1 be a compact set of non-zero measure such that
x 7→W [{x}]• : K∗ → B is continuous.

(b) There is a non-zero c ∈ B such that Kc = {x : x ∈ K∗, c ⊆ W [{x}]•} is compact and not scattered.
PPP Because x 7→ W [{x}]• is continuous on K∗, B∗ = {W [{x}]• : x ∈ K∗} is compact and every Kc is
compact. (i) If B∗ is countable, then K∗ =

⋃
b∈B∗ Kb, so there is some c ∈ B∗ such that µKc > 0. Let E

be a non-negligible self-supporting subset of Kc; then (because µ is atomless, therefore zero on singletons)
E has no isolated points. So Kc is not scattered. (ii) If B∗ is uncountable, then by 498A there is a set
D ⊆ B∗, homeomorphic to {0, 1}N, with a non-zero lower bound c in B. Now {W [{x}]• : x ∈ Kc} includes
D, so {0, 1}N and therefore [0, 1] are continuous images of closed subsets of Kc and Kc is not scattered
(4A2G(j-iv)). QQQ

(c) Set K = Kc. Then 414Ac tells us that

(
⋂
x∈KW [{x}])• = infx∈KW [{x}]• ⊇ c

is non-zero, so F =
⋂
x∈KW [{x}] is non-negligible; while K×F ⊆W . Since every section W [{x}] is closed,

so is F . So we have found appropriate sets K and F , at least when µ and ν are totally finite.

(d) For the general case, we need observe only that by 417C(b-iii) there are X ′ ∈ Σ and Y ′ ∈ T, both

of finite measure, such that λ̃(W ∩ (X ′ × Y ′)) > 0. Now the subspace measure µX′ on X ′ is atomless and
Radon (214Ka, 416Rb), the subspace measure νY ′ on Y ′ is τ -additive (414K), and the τ -additive product

of µX′ and νY ′ is the subspace measure on X ′ × Y ′ induced by λ̃ (417I), while W ′ = W ∩ (X ′ × Y ′) is
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relatively closed in X ′ × Y ′. So we can apply (a)-(c) to µX′ and νY ′ to see that there are a non-scattered
compact set K ⊆ X ′ and a non-negligible relatively closed set F ′ ⊆ Y ′ such that K × F ′ ⊆ W ′. Now the
closure F = F ′ of F ′ in Y is closed and K × F = K × F ′ ⊆W .

498C Proposition (see Ciesielski & Pawlikowski 03) Let 〈(Xi,Ti,Σi, µi)〉i∈I be a countable family

of atomless Radon probability spaces, and λ̃ the product Radon probability measure on X =
∏
i∈I Xi (417Q,

417R). If W ⊆ X and λ̃W > 0, there is a family 〈Ki〉i∈I such that Ki ⊆ Xi is a non-scattered compact set
for each i ∈ I and

∏
i∈I Ki ⊆W .

proof (a) To begin with, let us suppose that I = N. As λ̃ is inner regular with respect to the closed sets,

it is enough to deal with the case in which W is closed. For each n ∈ N, set Yn =
∏
i≥nXi and let λ̃n be

the product Radon probability measure on Yn, so that λ̃0 = λ̃ and λ̃n can be identified with the Radon
product of µn and λ̃n+1 (417J). Using 498B repeatedly, we can find non-scattered compact sets Kn ⊆ Xn

and closed non-negligible sets Wn ⊆ Yn such that W0 = W and Kn ×Wn+1 ⊆Wn for every n. In this case,∏
i<nKi×Wn ⊆W0 for every n. If x ∈

∏
i∈N

Ki, then there is for each n ∈ N an xn ∈ (
∏
i<nKi)×Wn such

that xn↾n = x↾n, just because Wn is not empty. But now every xn belongs to W and so does x = limn→∞ xn.
x is arbitrary,

∏
i∈N

Ki ⊆W .

(b) For the general case, we may suppose that I ⊆ N. For i ∈ N \ I, take (Xi,Ti,Σi, µi) to be [0, 1] with

Lebesgue measure. Set W̃ = {x : x ∈
∏
i∈N

Xi, x↾I ∈ W}. By (a), there are non-scattered compact sets

Ki ⊆ Xi such that
∏
i∈N

Ki ⊆ W̃ , in which case
∏
i∈I Ki ⊆W , as required.

498X Basic exercises (a) Let (X,T,Σ, µ) be a Radon measure space, (Y,S,T, ν) an effectively locally

finite τ -additive topological measure space, and λ̃ the τ -additive product measure on X × Y . Show that
if W ⊆ X × Y is closed and λ̃W > 0 there are a compact set K ⊆ X and a closed set F ⊆ Y of positive
measure such that K × F ⊆W and K is either non-scattered or non-negligible.

(b) Let (X,T,Σ, µ) be an atomless Radon measure space, (Y,T, ν) any measure space, and λ the c.l.d.
product measure on X × Y . Show that if W ⊆ X × Y and λW > 0 there are a non-scattered compact set
K ⊆ X and a set F ⊆ Y of positive measure such that K × F ⊆ W . (Hint : reduce to the case in which ν
is totally finite and T is countably generated, so that the completion of ν is a quasi-Radon measure for an
appropriate second-countable topology.)

(c) Let 〈(Xi,Ti,Σi, µi)〉i∈I be any family of atomless Radon probability spaces, and λ the ordinary
product measure on X =

∏
i∈I Xi. Show that if W ⊆ X and λW > 0 then there are non-scattered compact

sets Ki ⊆ Xi for i ∈ I such that
∏
i∈I Ki ⊆W .

(d) Let 〈(Xi,Ti,Σi, µi)〉i∈I be a countable family of atomless Radon probability spaces, and W ⊆
∏
i∈I Xi

a set with positive measure for the Radon product of 〈µi〉i∈I . Show that there are atomless Radon probability
measures νi on Xi such that W is conegligible for the Radon product of 〈νi〉i∈I . (Hint : 439Xh(vii).)

498Y Further exercises (a) Let 〈(Xi,Ti,Σi, µi)〉i∈I be a family of atomless perfect probability spaces,
and λ the ordinary product measure on X =

∏
i∈I Xi. Show that if W ⊆ X and λW > 0 then there are

sets Ki ⊆ Xi for i ∈ I, all with cardinal c, such that
∏
i∈I Ki ⊆W .

498 Notes and comments I have previously noted (325Yd) that a set W of positive measure in a product
space need not include the product of two sets of positive measure; this fact is also the basis of 419E. Here,
however, we see that if one of the factors is a Radon measure space then W does include the product of
a non-trivial compact set and a set of positive measure. There are many possible variations on the result,
corresponding to different product measures (498B, 498Xb) and different notions of ‘non-trivial’ (498Xa,
498Ya). The most important of the latter seems to be the idea of a ‘non-scattered’ compact set K; this
is a quick way of saying that [0, 1] is a continuous image of K, which is a little stronger than saying that
#(K) ≥ c, and arises naturally from the proof of 498B.
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negligible sets’, Bull. Acad. Polon. Sci. (Math.) 29 (1981) 1-5. [439F, §439 notes .]

Halmos P.R. [1944] ‘In general a measure-preserving transformation is mixing’, Annals of Math. 45 (1944)
786-792. [494E.]

Halmos P.R. [50] Measure Theory. Springer, 1974. [§441 notes , §442 notes , 443M, §443 notes .]
Halmos P.R. [56] Lectures on ergodic theory. Chelsea, 1956. [494A.]
Hansell R.W. [01] ‘Descriptive sets and the topology of non-separable Banach spaces’, Serdica Math. J.

27 (2001) 1-66. [466D.]
Hart J.E. & Kunen K. [99] ‘Orthogonal continuous functions’, Real Analysis Exchange 25 (1999) 653-659.

[416Yh.]
Hartman S. & Mycielski J. [58] ‘On the imbedding of topological groups into connected topological

groups’, Colloq. Math. 5 (1958) 167-169. [493Ya.]
Haydon R. [74] ‘On compactness in spaces of measures and measure-compact spaces’, Proc. London Math.

Soc. (3) 29 (1974) 1-6. [438J.]
Henry J.P. [69] ‘Prolongement des mesures de Radon’, Ann. Inst. Fourier 19 (1969) 237-247. [416N.]
Henstock R. [63] Theory of Integration. Butterworths, 1963. [Chap. 48 intro., 481J.]
Henstock R. [91] The General Theory of Integration. Oxford U.P., 1991. [§481 notes .]
Herer W. & Christensen J.P.R. [75] ‘On the existence of pathological submeasures and the construction

of exotic topological groups’, Math. Ann. 213 (1975) 203-210. [§493 notes .]
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