Version of 8.4.16
Errata and addenda for Volume 2, 2001 printing

I collect here known errors and omissions, with their discoverers, in Volume 2 of my book Measure Theory
(see my web page, http://wwwl.essex.ac.uk/maths/people/fremlin/mt.htm)

p 13126 (211K) Add remark:
Recall that a measure p on a set X is point-supported if y measures every subset of X and
pE =3 cpp{r} for every E C X. Every point-supported measure is purely atomic but not
every purely atomic measure is point-supported (211R).

p 14 129 (part (b) of 211M): for ‘R’ read ‘R"".

p 151 38 There is an egregious error in the remark following 211P. I wrote ‘there are many methods
of constructing non-Borel subsets of the Cantor set [...] and some do not need the axiom of choice at
all’. Actually in the absence of the axiom of countable choice the definition of ‘Borel set’ in 111G becomes
seriously problematic, and on a literal interpretation of that definition it is indeed possible for every subset
of R to be a Borel set.

p 16 1 23 The exercises to §211 have been re-shuffled; 211Xa is now 211Xc, 211Xc is now 211Xe, 211Xd
is now covered by 234B and 234E, 211Xe is now 211Xa, 211Ya is now 211Ye, 211Yb is now 211Ya, 211Yc
is now 211Yb, 211Yd is now 211Yc, 211Ye is now 211Yd.

p 16 1 34 Part (v) of Exercise 211Xb is now
(v) pg is purely atomic iff it is point-supported.

p 17 1 3 Add new exercise:
(d) Show that a point-supported measure is strictly localizable iff it is semi-finite.
(g) Let (X,X, ) be a measure space such that uX > 0. Show that the set of conegligible
subsets of X is a filter on X.

p 1 Exercise 211Yd now reads
(d) Let (X, %, ) be a strictly localizable measure space. Show that the following are equiver-
idical: (i) (X,3, p) is atomless; (ii) for every € > 0 there is a decomposition of X consisting of
sets of measure at most e; (iii) there is a measurable function f : X — R such that uf~1[{t}] =0
for every t € R.

p 19115 (part (c) of the proof of 212C): for ‘u(E” \ E) =0’ read ‘u(E”" \ E') = 0. (T.D.Austin)
p 19116 (part (c) of the proof of 212C): for ‘uH = pE" read ‘4F = pE". (T.D.A)

p 19 1 37 (Proposition 212E): add a new clause to part (b) — ‘u and /i give rise to the same sets of full
outer measure’.

p 211 15 (introduction to 212G): for ‘212A’ read ‘211B-211K". (T.D.A)
p 211 29 (part (a-iii-«) of the proof of 212G): for ‘E' C H’ read ‘E' C E’. (T.D.A)
p 22 1 8 (part (a-iv-j3) of the proof of 212G): for
WG\ H) < p(G\H)+i(H\H') =0
read
W(H'\ G) < 4\ G) = 0.
(T.D.A.)
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2 Volume 2 212G

p 22128 (part (c-ii) of the proof of 212G): for ‘G(H\F) = w(E\F) =0’ read ‘G4(H\ F) = p(E\F') = 0.

P 23 1 4 Exercises 212Xe, 212Xh and 212Xj have been incorporated into the new material on sums of
measures in §234.

p 23 1 26 (Exercise 212Xk, now 212Xh): for ‘'Y = {ENA:Ee€ X Ac I} read ‘Y ={EAA:FE €
5, AeT).

p 23 1 28 (212X) Add new exercises:

(i) Let (X,X, ) be a complete measure space such that uX > 0, Y aset, f : X - Y a
function and pf~! the image measure on Y. Show that if F is the filter of u-conegligible subsets
of X, then the image filter f[[F]] is the filter of uf~!-conegligible subsets of Y.

(j) Let (X, %, 1) be a complete measure space and f : X — R a function such that [ fdu < occ.
Show that there is a measurable function g : X — R such that f(z) < g(z) for every z € X and

[gdp = [fdp.

p 23 1 29 Exercise 212Ya has been deleted; 212Yb and 212Yd-212Ye have been incorporated into §234.
212Yc is now 212Ya.
Add new exercise:
(b) Let (X, 3, ) be a strictly localizable measure space. Suppose that for every n € N there is
a disjoint family (D;);<, of subsets of full outer measure. Show that there is a disjoint sequence
(Dy)nen of sets of full outer measure.

p 23 1 34 (Exercise 212Yc, now 212Ya): for ‘functional from X to [0, 00]’ read ‘functional from PX to
[0, 0]

p 251 34 (part (b) of the proof of 213C): in the specification for E; and FEs, add ‘both included in E’.

(T.D.A)
P 25 1 34 The reference ‘132Ed’ should be changed to ‘132Ee’.
p 26 111 (part (a) of the proof of 213D): for ‘(J,, oy H N Ey,’ read \J, oy Hn N E’. (T.D.A)
p 26 1 20 (part (c) of the proof of 213D): for (X, %, u1)’ read ‘(X, %, i1)’. (T.D.A)
p 26 1 25 (part (d) of the proof of 213D): for (X, ¥, u)’ read (X, ¥, ii)’. (K.Yates.)

p 27 11 Add new fragment to 213Fc:
pH =sup{uE : E € X, uE < oo, E C H} for every H € X.

p 28 19 In part (b-ii) of the proof of 213H I wrote ‘u(E \ (F'\ Ey)) < ia(H \ (FNG))’. This is supposed
to be because E\ (F\ Eg) C H\ (FNG) and u(E\ (F\ Ey)) = a(E\ (F\ Ep)). The latter assumes the
result of (c) just below.

p 301 13 (proof of 213K): for ‘132Ed’ read ‘132Ee’.
p 301 37 (part (a) of the proof of 213M): for ‘132Ed’ read ‘132Ee’.

EA(EgN Eyy) read ‘Hy = U, cq EgqN(Eq N domg)’.

p 311 15 (proof of 213N): for ‘H, = |J 10 Eaq
(T.D.A.)

q€Q

p 32115 (part (a-iii) of the proof of 2130): final Q is missing. (T.D.A)

p 32127 (Exercise 213Xa): add new parts
(iv) Show that if u is strictly localizable then fi = fi. (v) Show that if y is defined by Cara-
théodory’s method from another outer measure, then p = fi.

p 32140 (part (vi) of Exercise 213Xc): delete the unhelpful ‘hint’.

p 33 1 22 Exercises in §213 have been rearranged: 213Xh-213Xi are now 213Xj-213Xk, 213Xj-213Xk are
now 213Xh-213Xi, 213Ya-213Ye are now 213Yb-213Yf{.
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p 33124 (Exercise 213Xi, now 213Xk): for ‘max(p*(ENA), u*(E\A))’ read ‘min(pu*(ENA), u*(E\ A))’.

p 34 1 4 Exercises 213Xj-213Xk (now 213Xh-213Xi) have been rewritten, and are now

(h) Let (X, %, 1) be a measure space with locally determined measurable sets. Show that it
is semi-finite.

(i) Let (X, X, 1) be a measure space, [i the completion of u, i the c.l.d. version of  and fi the
measure defined by Carathéodory’s method from p*. Show that the following are equiveridical:
(i) p has locally determined negligible sets; (ii) u and & have the same negligible sets; (iii) i = [i;
(iv) fv and fi have the same sets of finite measure; (v) p and i have the same integrable functions;
(vi) @* = p*; (vii) the outer measure pf of 213Xg is equal to p*.

p 33143 (213X) Add new exercise:
(o) Show that the c.l.d. version of any point-supported measure is point-supported.

p 3411 (213Y) Add new exercise:

(a) Let (X,X, ) be a measure space. Show that p is semi-finite iff there is a family £ C ¥
such that uF < oo for every ' € £ and uF = ) 5.0 u(F' N E) for every I € X.

p 341 20 (Exercise 213Yd, now 213Ye): for ‘max(p*{z: 2 € DNE, f(z) <a},u*{z:xz € DNE, f(x) >
b}) < uE’ read ‘min(p*{x:x € DNE, f(z) <a}l,pu*{z:x € DNE, f(x)>b}) < uE’.

p 37 113 (part (b-i) of the proof of 214E): for ‘132Ed’ read ‘132Ee’.
p 37 119 (part (b-ii) of the proof of 214E): for ‘f + ¢’ read ‘af + bg’. (T.D.A))
p 39 112 (part (b-iv) of the proof of 214H): for ‘132Ed’ read ‘132Ee’.

p 40 1 27 Add new paragraph:

214J Proposition Let (X, X, 1) be a measure space and A a subset of X and f a real-valued
function defined almost everywhere in X. Then
(a) T(f[A)duA < de,u if either f is non-negative or A has full outer measure in X;
(b) if A has full outer measure in X, [fdu < [(flA)dua.
214J-214M are now 214K-214N. B B

p 41 122 (part (b-i) of the proof of 214L, now 214M): for * 3., fidu;’ read Y, ., [ fidp’. (T.D.A.)

p 41127 (part (b-ii) of the proof of 214L, now 214M): = missing between >, [ fidu; and Y, [ gidp;.
(T.D.A)

p 42 1 20 Add new results:
214J Proposition Let (X, X, 1) be a measure space and A a subset of X and f a real-valued
function defined almost everywhere in X. Then
(a) T(f[A)duA < deu if either f is non-negative or A has full outer measure in X;
(b) if A has full outer measure in X, [fdu < [(flA)dua.

2140 Lemma Let (X, ) be a measure space, and Z an ideal of subsets of X, that is, a
family of subsets of X such that ) € Z, TUJ € ZforallI, J €Z, and I € Z whenever I C J € T.
Then there is a measure A on X such that YXUZ C dom A, pE = AE +sup;c7 p*(ENI) for every
E e X, and M\ =0 for every I € 7.

214P Theorem Let (X, X, i) be a measure space, and A a family of subsets of X which is
well-ordered by the relation C. Then there is an extension of y to a measure A on X such that
A(E'NA) is defined and equal to p*(E N A) whenever £ € ¥ and A € A.

p 42 1 13 Part of Exercise 214Xe (now 214Xd) has been brought into the main exposition, as follows:

*214Q Proposition Suppose that (X, X, 1) is an atomless measure space and Y a subset of
X such that the subspace measure py is semi-finite. Then py is atomless.

p 42 1 3 Exercise 214Xb has been incorporated into 2141. Exercises 214Xc-214X1 are now 214Xb-214Xk.
Add new exercises:
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(1) Let (X,3, ) be a measure space, Y a subset of X, and f : X — [0,00] a function such
that [, f is defined in [0, 00]. Show that [, f = [f x xY dp.
(m) Write out a proof of 214P in the special case in which A = {A}. (Hint: for E, F € &,

A(ENA)YU(F\ A) = p*(ENA) +sup{uG: G e, GC F\ A}

(n) Let (X,X, 1) be a measure space and A a finite family of subsets of X. Show that there
is a measure on X, extending p, which measures every member of A.

(o) Let (X,X,u) be a measure space and (X,)nen & sequence of subsets of X such that
UneN X, has full outer measure on X. Suppose that for each n € N we have a set 4, C X,, of
full outer measure for the subspace measure on X,,, Show that (J A,, has full outer measure
in X.

Further exercises (a) Let (X,X, ) be a measure space and C a subset of X such that
the subspace measure on C' is semi-finite. Set a = sup{pE : E € ¥, E C C}. Show that if
a <y < p*C then there is a measure A on X, extending u, such that A\C' = ~.

(b) Let (X,3, u) be a measure space and (A, ),z a double-ended sequence of subsets of X
such that A,, € A, whenever m < n in Z. Show that there is a measure on X, extending u,
which measures every A,,.

(c) Let X be a set and A a family of subsets of X. Show that the following are equiveridical:
(i) for every measure p on X there is a measure on X extending p and measuring every member
of A; (ii) for every totally finite measure p on X there is a measure on X extending p and
measuring every member of A.

(d) For this exercise only, I will say that a measure p on a set X is nowhere all-measuring if
whenever A C X is not pu-negligible there is a subset of A which is not measured by the subspace

neN

measure on A. Show that if X is a set and pq, . .. , 4, are nowhere all-measuring complete totally
finite measures on X, then there are disjoint Ao, ..., A4, C X such that pufA; = p; X for every
1 <n.

(e) Let (X, X, 1) be a measure space and A a disjoint family of subsets of X. Show that there
is a measure on X, extending u, which measures every member of A.

p 43 1 38 (part (b) of the proof of 215A): for ’If G is any measurable set such that E \ F is negligible
for every E € & read 'If G is any measurable set such that E \ G is negligible for every E € £’. (P.K.)

p 44111 In 215B(ix), read ‘]0, 00[’ for |0, o]’

p 451 31 Add new result:
215E Proposition Let (X, X, 1) be an atomless measure space and = € X.
(a) If p*{a} is finite then {z} is negligible.
(b) If i has locally determined negligible sets then {x} is negligible.
(c) If w is localizable then {z} is negligible.

p 521 6 (Exercise 216Yb): for ‘0 otherwise’ read ‘co otherwise’.
p 52110 (216Y) Add new exercises:
(d) Set X =w; X wy. For E C X set
A(E) = {( : for some &, just one of (&,(), (§,( + 1) belongs to E},

B(E) = {¢ : there are &, ¢’ such that ¢ < ¢/ < wy and just one of (&, (), (£, ¢’) belongs to E},

W(E) ={¢: #(E[{£}]) = w2}
Let ¥ be the set of subsets E of X such that A(FE) is countable and #(B(FE)) < w;y. For E € &,
set pE = #(W(FE)) if this is finite, co otherwise. (i) Show that (X, X, ) is a measure space. (ii)
Show that if 4 is the completion of u, then its domain is the set of subsets E of X such that
A(FE) is countable, and i is strictly localizable. (iii) Show that y is not strictly localizable.
(e) Show that there is a complete atomless semi-finite measure space with a singleton subset
which is not negligible.

MEASURE THEORY (abridged version)
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p 551 33 (Exercise 221Yd): for ‘(J,>,, {;,” read ‘(J .

mn m>n-"m

p 60 1 7 (part (iii) of the proof of 222D): for ‘lim,, fEn f read ‘limy,_s o0 fEn g (T.D.A))

p 61 129 (§222) T have added a couple of pages on the Denjoy-Young-Saks theorem, as follows:
*222J Definition Let f be any real function, and A C R its domain. Write

At ={z:z € A )z, z+6[NAH#0Qfor every § > 0},

A= ={z:x€ Az —08z[NA#D for every § > 0}.

Set
l_)+(x) = limsup, e 4|4 % = infs50 SUP e A pey<ats %7
D*(x) = liminfyea 4z % = SUPssq Infyeapcy<aots %
for z € At and
D~ () =lim SUPye A ytx % = infs550SUPyeca,o—s<y<a %,
D™ (z) = liminfyea yro f(y;:i(x) = SUPsso infyeaz—sy<o %

for # € A~ all defined in [—00,00]. (These are the four Dini derivates of f.)

Note that we surely have (D f)(z) < (DT f)(x) for every z € A*, while (D™ f)(z) < (D~ f)(z)
for every 2 € A~. The ordinary derivative f’(z) is defined and equal to ¢ € R iff («) x belongs
to some open interval included in A (8) (Dt f)(z) = (DT f)(z) = (D~ f)(z) = (Dt f)(z) = c.

*222K Lemma Let A be any subset of R, and define At and A~ as in 222J. Then A\ A*
and A\ A~ are countable, therefore negligible.

*222L Theorem Let f be any real function, and A its domain. Then for almost every x € A
either all four Dini derivates of f at x are defined, finite and equal

or (DY f)(z) = (D™ f)(x) is finite, (D" f)(z) = —oo and (D~ f)(z) = 0o

or (D*f)(x) = (D~ f)(x) is finite, (D f)(z) = 00 and (D~ f)(z) = —o0

or (D* f)(z) = (D™ f)(x) = o0, (D" f)(z) = D™ f)(2) = —cc.

p 61 1 30 The exercises for §222 have been re-shuffled; 222Xa is now 222Xd, 222Xd is now 222Xa.

p 651 11 The ‘basic exercises’ for §223 have been rearranged; 223X c-223Xh are now 223Xe-223Xj, 223Xi
is now 223Xc, 223Xj is now 223Xd.

p 65 1 21 Exercise 223Xf (now 223Xh) should read ‘Let f be a real-valued function which is integrable

. z+h
over R, and let E be the Lebesgue set of f. Show that limy o 5~ ij—h |f(t) — c|dt = |f(x) — ¢| for every
z € Fand ce R’ (T.D.A)

p 66 1 13 (Exercise 223Yb): for ‘414N’ read ‘414P’.

p 67129 (223Y) Add new exercise:
(h) For each integrable real-valued function f defined almost everywhere in R, let E; be the
Lebesgue set of f. Show that Ey N E, C Ey,, Ey C Ejy for all integrable f, g.

(i) Let E C R be a non-negligible measurable set. Show that 0 belongs to the interior of
E-E={z—y:z,ycE}

(3

p 1 (part (c) of the proof of 224C): for "S- 7" | f(a;) — f(ai—1)| < Varp g (f) read "0 f(a;) —
flai—1)| < Varp(f). (K.Y.)
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p 69 127 (part (ii)=-(iii) of the proof of 224D): for

read

‘91(0) — g1(a) = g(b) — g(a) — f(b) + f(a), g2(b) — g2(a) = g(b) — g(a) + f(b) — f(a)’

‘91(b) = g1(a) = g(b) — g(a) + f(b) = fla),  g2(b) — g2(a) = g(b) — g(a) = £(b) + f(a)".

p 751 34 (224X) Add new exercises:

(k) Suppose that D C R and f : D — R is a function. Show that f is expressible as a
difference of non-decreasing functions iff Varpna,(f) is finite whenever a < b in D.

(1) Suppose that D C R and that f : D — R is a continuous function of bounded variation.
Show that f is expressible as the difference of two continuous non-decreasing functions.

(m) Suppose that D C R and that f : D — R is a function of bounded variation which
is continuous on the right, that is, whenever x € D and € > 0 there is a § > 0 such that
|f(t) = f(x)] < € for every t € DN [x,x + 6]. Show that f is expressible as the difference of two
non-decreasing functions which are continuous on the right.

p 75 1 15 Exercise 224Ye has been extended, and now reads

(e) Let (X,p) be a metric space and f : [a,b] — X a function, where a < b in R. Set
Var(q 4 (f) = sup{>_i—; p(f(as), f(ai—1)) : a < ag < ... < a, < b}, (i) Show that Vary, ,(f) =
Var, ¢ (f)+Varep)(f) for every c € [a, b]. (ii) Show that if Vary, p)(f) is finite then f is continuous
at all but countably many points of [a,b]. (iii) Show that if X is complete and Var, 4 (f) < oo
then limyy, f(t) is defined for every = € Ja,b]. (iv) Show that if X is complete then Vary, y(f)
is finite iff f is expressible as a composition gh, where h : [a,b] — [0, o0 is non-decreasing and
g : [0,00[ = X is 1-Lipschitz, that is, p(g(c), g(d)) < |e —d| for all ¢, d € [0, oo|.

p 74134 (224Y) Add new exercises:

p 78 115 (proof of 225D): for ‘|f(c1) — f(d1)| read |f(c1) — f(do)]|’.

(j) Suppose that a < b in R, and that (A,)nen is a sequence of sets covering [a,b]. Let
f:]a,b] = R be continuous. Show that Var f <> >° Vary, f.

(k) Let f: D — R be a function, where D C R. Show that the following are equiveridical:
(o) limy,_y00 f(tn) is defined for every montonic sequence (t,)nen in D; (8) for every € > 0 there
is a function g : D — R of bounded variation such that |f(¢) — g(t)| < € for every ¢t € D.

p 78 1 34 (part (iii)=-(ii) of the proof of 225E: for ‘G = F + F(a)’ read ‘G = F — F(a)’.

p 79 1 11 The former exercise 225Xo0 has been absorbed into 225G, which now reads

p 80 1 18 (part (b-iii) of the proof of 225I): delete the condition ‘and f(z) < 0’ in the first clause of the

Proposition Let [a,b] be a non-empty closed interval in R and f : [a,b] — R an absolutely
continuous function.

(a) f[A] is negligible for every negligible set A C R.

(b) f[E] is measurable for every measurable set F C R.

definition of h;.

p 81 121 (part (b-ii) of the proof of 225J) There is a confusion over the definition of H(k,p, q,q'); if we

change this to

H(k,p,q.q") =0 if |¢,q'[ Z D,
={z:x e Enlg,d[, |f(y) - fx) —ply — )| <27 F|y — x|
for every y € ]q,¢'[}
if J¢,¢'[ € D,

the argument runs more naturally, the next displayed formula becoming

MEASURE THEORY (abridged version)
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() = J@) = ply — o) = T [£(y) = F(zn) = ply — )]

<27% lim 27%y — z,| = 27 F|y — z|.

n—oo

Next, the set E need not be itself Borel, but as it is relatively Borel in D we see that E N]q,q'[ will be a
Borel set whenever |q, ¢'[ C D, so that H(k,p,q,q’) is indeed a Borel set, as claimed.

p 81124 (part (b-ii) of the proof of 225J]): delete ‘is any sequence’. (T.D.A)
p 81129 (part (b-iii) of the proof of 225J): for ‘f(z) = @’ read ‘f'(z) = a’. (T.D.A)

p 81 1 36 (part (b-iii) of the proof of 225J): for ‘for every k € ]qi,q)[ read ‘whenever h # 0 and
z+h €, gl (T.D.A))

pp 82-83: part (b) of the proof of 225K needs revision. Since f’ is not assumed to be defined almost

everywhere, all references to f(f | /| need to be replaced by fab f*, where f*(z) = |f’(«)| when this is defined,
0 otherwise. My thanks to T.D.Austin for alerting me to the problem.

p 84 1 24 The exercises for 225X have been rearranged: 225Xb is now 225X1, 225Xc-225Xd are now
225Xb-225Xc, 225Xe is now 225Xn, 225X{-225Xm are now 225Xd-225Xk, 225Xn is now 225Xm, 225Xo is
now 225Gb.

Add a third part to 225Xb (now 225X1):

(iii) Show that if g : [a,b] — R is absolutely continuous and inf,c[q 4 [g(x)| > 0 then f/g is
absolutely continuous.

p 85136 (225Y) Add new exercise:
(d) Let f: R — R be a function which is absolutely continuous on every bounded interval.
Show that Var f < & Var f' + [ |f].
Other exercises have been moved: 225Yd-225Yf are now 225Ye-225Yg.

p 89118 (part (d) of 226B): for ‘z <t <ty <y read ‘@ <ty <t2 <y’

p 92 1 21 (proof of 226E): for ‘limy e > 1o [ fi = Ysen fi' read lmy oo Doy [ fi =Y ien [ fi'-

p 92122 (226X) Add new exercise:

(g)(i) Show that a continuous bijection f : [0,1] — [0, 1] is either strictly increasing or strictly
decreasing, and that its inverse is continuous. (ii) Show that if f : [0,1] — [0, 1] is a continuous
bijection, then f" = 0 a.e. in [0,1] iff there is a conegligible set E C [0,1] such that f[E] is
negligible, and that in this case f~! has the same property. (iii) Construct a function satisfying
the conditions of (ii). (Hint: try f =Y °° 27" ! f, where each f, is a variation on the Cantor
function.) (iv) Repeat (iii) with f = f—%.

Other exercises have been rearranged: 226Xa-226Xe are now 226Xb-226Xf, 226Xf is now 226Xa.

p | (226Y) Add new exercise:
(d) Suppose that ¢ < b in R, and that F : [a,b] — R is a function of bounded variation; let
F, be its saltus part. Show that [F(b) — F(a)| < pF[[a,b]] 4+ Vary ) Fp, where p is Lebesgue
measure on R.
Other exercises have been rearranged: 226Ya-226Yb are now 226Yb-226Yc, 226Yc is now 226Ya.

p 9313 (226Y) Add new exercise:

p 94 1 39 Part (d) of 231B has been absorbed into part (c¢), with the addition of the formula vE 4+ vF =
v(EUF)+v(ENF).

p 95 113 (proof of 231Da): for ‘(J,, oy Ei’ read U,y En’-

p 96 1 30 (proof of 231F): for ‘231Ec’ read ‘231EDb’.

p 102133 (part (c) of the proof of 232E): for * [ f+ [, g = 1 F+ [, g'read ‘[, f+ [ 9 =vF—u1F+ [, g
(T.D.A))

D.H.FREMLIN
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p 103 1 36 (232H) Part (f) has been amended to give a more general formulation of the term ‘Radon-
Nikodym derivative’:

(f) If (X, X, u) is a measure space and v is a [—00, oo]-valued functional defined on a family of
subsets of X, T will say that a [—o0, oo]-valued function f defined on a subset of X is a Radon-
Nikodym derivative of v with respect to p if fE fdu is defined (in the sense of 214D) and equal
to vE for every E € domv.

p 104 1 1 (part (a) of the statement of 2321): for ‘v, is singular with respect to v’ read ‘v, is singular
with respect to u’.

p 105 11 29-35 (part (b) of the proof of 232I): for ‘B’ read ‘X’

p 106 1 5 The exercises 232X have been rearranged; 232Xc is now 232Xg, 232Xg is now 232Xh, 232Xh
is now 232Xc.

p 106 1 18 (Exercise 232Xf): u should not be counting measure, but should be defined by the formula
‘wE =%, p27 """ for every E C N

p 106 1 30 The exercises 232Y have been rearranged: 232Yb-232Yd are now 232Yh-232Y]j, 232Ye is now
232Yb, 232Yf is now 232Yd, 232Yg is now 232Yk, 232Yh-232Yj are now 232Ye-232Yg.
Add new exercise:

(c) (HKoénig) Let X be a set and p, v two measures on X with the same domain X. For
a>0,EecXset (apAv)(E)=inf{ap(ENF)+v(E\F):F e X} (cf. 112Ya). Show that the
following are equiveridical: (i) ¥E = 0 whenever pF = 0; (ii) sup,so(ap Av)(E) = vE for every
EeX.

p 113 11 (part (a) of the proof of 233I): for ‘[ g X f is defined in |—o0, 00| because g x f is p-virtually
measurable’ read ¢ [ g x ¢f is defined in |—00, c0] because g x ¢f is p-virtually measurable’.

p 114 1 22 (part (ii) of Exercise 233Xc): for ‘¢ is absolutely continuous’ read ‘¢ is absolutely continuous
on every closed bounded subinterval of I’.

p 114 1 36 (part (iii) of Exercise 233Xe): for ‘[—o0, ¢[’ read ‘|—o0, ]’

p 115113 (233Y) Add new exercises:

(d) (i) Show that if I C R is a bounded interval, E C I is Lebesgue measurable, and uE > 2ul
where p is Lebesgue measure, then for every « € I there are y, z € E such that z = TTﬂ/ (ii) Show
that if f : [0, 1] — R is a mid-convex Lebesgue measurable function, a > 0, and £ = {x : z € [0, 1],
a < f(xz) < 2a} is not negligible, then there is a non-trivial interval I C [0, 1] such that f(z) >0
for every x € I. (Hint: 223B.) (iii) Suppose that f : [0,1] — R is a mid-convex function such
that f < 0 almost everywhere in [0,1]. Show that f < 0 everywhere in |0,1[. (Hint: for every
x €10, 1], max(f(z —t), f(x +t)) <0 for almost every ¢ € [0, min(z,1 — x)].) (iv) Suppose that
f:[0,1] — R is a mid-convex Lebesgue measurable function such that f(0) = f(1) = 0. Show
that f(z) <0 for every « € [0,1]. (Hint: show that {z : f(z) < 0} is dense in [0, 1], use (ii) to
show that it is conegligible in [0, 1] and apply (iii).) (v) Show that if I C R is an interval and
f I — Ris a mid-convex Lebesgue measurable function then it is convex.

(e) Let (X, X, 1) be a probability space, T a o-subalgebra of subsets of X, and f : X — [0, 00]
a Y-measurable function. Show that (i) there is a T-measurable g : X — [0, 00] such that
fF g= fF f for every F € T (ii) any two such functions are equal a.e.

(f) Suppose that r > 1 and C' C R" is a convex set such that C'\ {0} is convex. Show that
there is a non-zero b € R” such that .z > 0 for every z € C.

(g) Suppose that r > 1, C C R" is a convex set and ¢ : C — R is a convex function. Show
that there is a function h : R” — [—00, oo such that ¢(z) = sup{h(y) + z.y : y € R"} for every

zeC.
(h) Let (X,X,u) be a probability space, » > 1 an integer and C C R" a convex set.
Let fi,...,fr be u-integrable real-valued functions and suppose that {z : = € ﬂjgr dom fj,

(fi(z),..., fr(x)) € C} is a conegligible subset of X. Show that ([ fi,...,[ f.) € C.

MEASURE THEORY (abridged version)
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p 1151 30 Section 234 has been completely re-written, with added material on inverse-measure-preserving
functions, image measures, pull-back measures and sums of measures collected from various places in Volumes
1 and 2. The material on indefinite-integral measures is now in the second half of the section: 234A-234G
are now 2341-2340, 234Xa is now 234Xh, 234Xb-234Xc are now 234Xj-234Xk, 234Ya-234Y c are now 234Yk-
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(i) Let (X,X,u) be a probability space, » > 1 an integer, C C R" a convex set and ¢ :
C — R" a convex function. Let fi,...,f, be p-integrable real-valued functions and suppose
that {z : @ € ;. dom f;, (fi(z),..., fr(z)) € C} is a conegligible subset of X. Show that
¢(ff17 ’ffr) < f¢(f17 7fr)'

(j) Let (X, %, 1) be a measure space with X > 0, r > 1 an integer, C C R" a convex set such
that tz € C whenever z € C'and t > 0, and ¢ : C' — R a convex function. Let fi,..., f. be u-
integrable real-valued functions and suppose that {z : z € ;. dom f;, (fi(z),... , f-(z)) € C}
is a conegligible subset of X. Show that ([ fi,...,[ f,) € C and that ¢([ fi,....[ fr) <

f(b(fh afr)'

234Ym, 234Yd is now 234Yi, 234Ye is now 234Yn, 234Yf is now 234Y].
The new material of this section is as follows.

234A (formerly 235G) If (X, %, u) and (Y, T,v) are measure spaces, a function ¢ : X — Y is
inverse-measure-preserving if ¢~1[F] € ¥ and p(¢~1[F]) = vF for every F € T.

234B Proposition Let (X, %, 1) and (Y, T, v) be measure spaces, and ¢ : X — Y an inverse-
measure-preserving function.
(a) (formerly 235Hc) If fi, 7 are the completions of p, v respectively, ¢ is also inverse-measure-
preserving for ji and D.
(b) (formerly 235Xe) p is a probability measure iff v is a probability measure.
(c) (formerly 235Xe) p is totally finite iff v is totally finite.
(d) (formerly 235Xe) (i) If v is o-finite, then yu is o-finite.
(ii) If v is semi-finite and p is o-finite, then v is o-finite.
(e) (formerly 235Xe) (i) If v is o-finite and atomless, then p is atomless.
(i) If v is semi-finite and p is purely atomic, then v is purely atomic.
(£)(i) pu*¢~[B] < v*B for every BCY.
(i) p *A < v*¢[A] for every A C X.
(g) (formerly 235Hc) If (Z, A, A) is another measure space, and ¢ : Y — Z is inverse-measure-
preserving, then ¥¢ : X — Z is inverse-measure-preserving.

234C Proposition (formerly 112E) Let (X, 3, u) be a measure space, Y any set, and ¢ :
X — Y a function. Set

T={F:FCY, ¢ Y [F]eX}, vF=u(¢p '[F)) for every F € T.
Then (Y, T,v) is a measure space.

234D Definition (formerly 112F) In the context of 234C, v is called the image measure; I
will denote it pg~1.

234E Proposition Let (X, 3, 1) be a measure space, Y a set and ¢ : X — Y a function; let
1o~ be the image measure on Y.

(a) ¢ is inverse-measure-preserving for y and p¢=1.

(b) (formerly 212Bd) If u is complete, so is u¢p~1.

(c) (formerly 112Xd) If Z is another set, and ) : Y — Z a function, then the image measures
pu(e)~t and (ug=1)y~! on Z are the same.

234F Proposition (formerly 132G) Let X be a set, (Y, T, v) a measure space, and ¢ : X =Y
a function such that ¢[X] has full outer measure in Y. Then there is a measure p on X, with
domain ¥ = {¢~1[F] : F € T}, such that ¢ is inverse-measure-preserving for y and v.

234G Proposition (formerly 112Xe and 112Ya) Let X be a set, and (u;)icr a family of
measures on X. For each i € I, let ¥; be the domain of p;. Set ¥ = PX N(),c;¥; and define
p: X — [0,00] by setting uF =), ; pi E for every E € ¥. Then p is a measure on X.
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234H Proposition Let X be a set and (u;);er a family of complete measures on X with sum
L.

(a) p is complete.

(b)(i) A subset of X is p-negligible iff it is p;-negligible for every i € I.

(ii) A subset of X is u-conegligible iff it is p;-conegligible for every i € I.

(c) Let f be a function from a subset of X to [—o0,00]. Then [ fdu is defined in [—o0, 00|
iff [ fdp; is defined in [—oo, co] for every i and one of Y, fFdui, > ,c; f~dp; is finite, and in
this case [ fdu=3,c; [ fdu.

p 116 1 15 (Definition 234B, now 234J): for ‘232If’ read ‘232Hf’.

p 116 1 32 (234C, now 234K) Part (e) has been incorporated into part (b), and replaced with the
following:
(e) Because p and its completion define the same virtually measurable functions, the same
null ideals and the same integrals , they define the same indefinite-integral measures.

p 117 1 32 (Proposition 234F, now 234N): add a new part
(f) If v is atomless, so is v.

p 117 1 33 (proof of 234F, now 234N): for ‘234Bb’ read ‘234Ca’. (T.D.A.)

p 118 11 9-13 (part (c) of the proof of 234F, now 234N): each p in the displayed formula should be
replaced by ji.

p 119 1 13 (part (b-iii) of the proof of 234G, now 2340): for ‘sup{vF : F € £, F C E} = vF = 0’ read
‘sup{vF:Fe& FCFE} =vE =0 (T.D.A)

p 120 1 31 At the end of the section is some further new material.

234P Definition Let p, v be two measures on a set X. I will say that p < v if uF is defined,
and uFE < vFE, whenever v measures F.

234Q Proposition Let X be a set, and write M for the set of all measures on X.

(a) Defining < as in 234P, (M, <) is a partially ordered set.

(b) If i, v € M, then p < v iff there is a A € M such that p+ A = v.

(¢)If w <vin M and f is a [—00, oc]-valued function, defined on a subset of X, such that
J fdv is defined in [—oco, oc], then [ fdu is defined; if f is non-negative, [ fdu < [ fdv.

p 119 1 19 (Exercise 234Xb, now 234Xj): delete part (i), which has been moved to 234Nf.

p 1191 21 (234X) Add new exercise:
j) Let u be a point-supported measure. Show that any indefinite-integral measure over p is
2 K
point-supported.

p 1191 32 (Exercise 234Yd, now 234Yi): for ‘atomless measure space’ read ‘atomless semi-finite measure
space’. (T.D.A)

p 1191 39 (234Y) Add new exercise:
(k) Let (X, X, 1) be a measure space and v an indefinite-integral measure over u, with Radon-
Nikodym derivative f. Show that the c.l.d. version of v is the indefinite-integral measure defined
by f over the c.l.d. version of p.

p 120 1 17 In the statement of Theorem 235A, add a final sentence:
Consequently, interpreting J X f¢ in the same way,

Jfdv < [T x fodu < [Jx fodu < [ fdv

for every [—o0, oo]-valued function f defined almost everywhere in Y.

p 127 11 (part (d) of the proof of 2350): for ‘213M’ read ‘215B(ii)’. (T.D.A)
p 127116 (part (d) of the proof of 2350): for ‘"> | J, X x (¢~ [F])dp’ read Y07 [ Jn x x (¢~ [F])dp'.
(T.D.A)
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p 128 11 27-28 The introduction to 235S should read ‘I remarked in 235Bb that a difficulty can arise in
235A, for general measure spaces, if we speak of f¢_1[F] J dy in the hypothesis, in place of [ Jx x (¢! [F])du.’
(T.D.A)

p 134 1 25 (part (a) of 241E): for ‘gy < g2 a.e.” read ‘fa < go a.e.’ (T.D.A)

p 1301 40 (235X) Add new exercises:

(1) Let (X,%, 1) be a complete measure space, Y a set, ¢ : X — Y a function and v = ¢!
the corresponding image measure on Y. Let v be an indefinite-integral measure over v. Show
that there is an indefinite-integral measure p; over p such that vy is the image measure ¢~

(m) Let (X,¥,u) and (Y, T,v) be measure spaces, and ¢ : X — Y an inverse-measure-
preserving function. Let v; be an indefinite-integral measure over v. Show that there is an
indefinite-integral measure @y over p such that ¢ is inverse-measure-preserving for p; and vy .

(n) Let (X,%X,p) and (Y, T,v) be measure spaces, and ¢ : X — Y an inverse-measure-
preserving function. Show that [h¢du < [hdv for every real-valued function h defined almost
everywhere in Y.

p 138 1 10 The exercises for §241 have been re-shuffled; 241Xd is now 241Xh, 241Xg is now 241Xd,
241Xh is now 241Xg, 241Ya is now 241Yf, 241YDb is now 241Yd, 241Yc is now 241Ya, 241Yd is now 241Ve,
241Ye is now 241Yg, 241Y{ is now 241Yh, 241Yg is now 241Yb, 241Yh is now 241Yec.

p 139 1 14 (Exercise 241Yg, formerly 241Ye): add ‘Show that T is injective iff Y has full outer measure’.

p 145 1 12 (part (e) of 242J): for ‘u € L%(u|T) read ‘u € L' (x). And add
Finally, P is a bounded linear operator, with norm 1.
p 146 1 31 (part (a-i) of the proof of 2420): for ‘[[’_,(8; +20) < e +[[;_, ;" read 2" [[;_,(8; +6) <
e+ 2 T, 6y
p 149 1 1 The exercises for §242 have been re-shuffled; 242Xc is now 242Xf, 242Xd is now 242Xc, 242Xe
is now 242Xg, 242Xf is now 242Xd, 242Xg is now 242Xe, 242YD is now 242Yf, 242Yc is now 242Yg, 242Yd
is now 242Yh, 242Ye is now 242Yi, 242YT is now 242Yb, 242Yg is now 242Yc, 242Yh is now 242Yd, 242Yi
is now 242Y]j, 242Yj is now 242Yk, 242Yk is now 242Y]1, 242Y1 is now 242Ye.
In addition, there is a new exercise:
242Xj Let (X, X, 1) be a probability space, T a o-subalgebra of ¥ and P : L*(u) — L' (u]T) C
L'(u) the corresponding conditional expectation operator. Show that if u, v € L'(u) are such
that Pu x Pv € L*(u), then [ Puxv= [Pux Pv= [uXx Pu.

p 149 1 22 (Exercise 242Xi): for ‘F is smooth’ read ‘Fj is smooth’.

p 149 1 30 (Exercise 242Ya): for ‘lim, o ||u| = 7" read ‘lim, o ||un|| =7 .

p 157 129 (243K) For ‘T': L — L{ read ‘T : L¥ — (LL)* .

p 159 1 3 (Exercise 243Ya): add ‘iff Y has full outer measure’.

p 160 1 15 (part (a-ii) of the proof of 244B): for ‘cu € LP’ read ‘cf € LP.

p 161 1 2 (part (a) of the proof of 244E): for ‘strictly less than 1’ read ‘strictly less than 0’. (T.D.A.)

p 168 1 8 Add new result:
2440 Theorem Suppose that p € ]1,00[ and (X, 3, ) is a measure space. Then LP = LP(u)
is uniformly convex.
2440 is now 244P.

p 169 1 1 Exercise 244Xb is quite wrong, and must be deleted. Accordingly Exercises 244Xc-244Xk
should be renamed 244Xb-244Xj.

p 169 1 31 (244X) Add new exercise:
(k) Let p € [1,00[. (i) Show that |a? — b”| > |a — b|P for all @, b > 0. (ii) Let (X, %, u) be
a measure space and U a linear subspace of L%(u) such that (a) |u| € U for every u € U ()
u/? € U for every u € U (y) UN L' is dense in L' = L'(u). Show that U N L? is dense in
LP = LP(u). (ili) Use this to prove 244H from 242M and 2420.
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p 170 1 22 (Exercise 244Yg): for ‘I = {p:p € [0,00[, u € LP(p)} read ‘I = {p:p € [1,00[, u € LP(p)} .
p 170 1 38 (Exercise 244Yj): the hypothesis should be amended to include ‘C # .

p 17115 (244Y) Add new exercises:
(c) Suppose that (X, %, ) is a measure space, and that p € ]0,1[, ¢ < 0 are such that
% + % = 1. (i) Show that ab > %ap + %bq for all real a > 0, b > 0. (ii) Show that if f, g € £L%(u)
are non-negative and F = {z : ¢ € dom g, g(x) > 0}, then

(Jo I2P(f g0 1< [ fxg.
(iii) Show that if f, g € £%(u) are non-negative, then

(S P+ ([ )P < (f(f+9)P)e.

(m) (i) Set C = [0, 00[> € R2. Let ¢ : C — R be a continuous function such that ¢(tz) = t¢(z)
for all z € C. Show that ¢ is convex (definition: 233Xd) iff ¢ — ¢(1,¢) : [0, 00[ — R is convex. (ii)
Show that if p € ]1,00[ and g = F5 then (t,u) — —t /Pyt (tu) e — (VP 4 ul/P)P L C = R
are convex. (iii) Show that if p € [1,2] then (¢,u) = [t1/P 4 u'/P|P 4 [t1/P — u1/P|P is convex. (iv)
Show that if p € [2,00[ then (¢, u) + —[t}/P 4+ /P[P — |t1/P — 4 /P|P is convex. (v) Use (ii) and
233Y]j to prove Holder’s and Minkowski’s inequalities. (vi) Use (iii) and (iv) to prove Hanner’s
inequalities. (vii) Adapt the method to answer (ii) and (iii) of 244Yc.

(n) (i) Show that any inner product space is uniformly convex. (ii) Let U be a uniformly
convex Banach space, C' C U a non-empty closed convex set, and v € U. Show that there is a
unique vy € C such that ||u — vo|| = inf,ec |Ju — v||. (iii) Let U be a uniformly convex Banach
space, and A C U a non-empty bounded set. Set dg = inf{¢ : there is some v € U such that
A C B(u,0) ={v:|lv—ul| <d}}. Show that there is a unique ug € U such that A C B(ug, do).

(o) Let (X,X,u) be a measure space, and u € L%(u). Suppose that (p,)nen is a sequence
in [1,00] with limit p € [1,00]. Show that if limsup,,_, ||u|/p, is finite then lim, o ||ulp, is
defined and is equal to ||u]|,.

244Yc-244Yk are now 244Yd-244Y1.

p 172122 (part (a) of 245A): for ‘7p(f—g)+7r(9—h) = pr(f,9)+7r(g,h) read ‘Tr(f—g)+7r(g—h) =
pr(f:9) + pr(g, h)".

p 173 1 6 (245Bb): for ‘rg, < 75’ read ‘Tp, < 75’ (T.D.A)
p 17519 (part (d) of the proof of 245D): for ‘pp (v, u) < 47" but pr(h(v), h(u)) > € read ‘pp(vy, u) < 47"

but pr(h(vn), h(u)) > €.

p 179 1 36 (part (a-ii) of the proof of 245H: for ‘pr(f, fn) < d for every m > n’ read ‘pp(f, fn) < 0 for
every n > m’.

p 1821 27 (245X) Add new exercise:

(J) Let (X,X, 1) be a measure space and p € [1,00[. Suppose that (u,),en is a sequence in
LP () which converges for || ||, to u € LP(u). Show that (|u,|?)nen — |ul? for || ||;.
The exercises 245Xj-245X1 are now 245Xk-245Xm.

p 191 11 9-10 (Exercise 246YD): for ‘Show that the family Kz of compact subsets of Z is closed for p’
read ‘Show that if (Z, p) is complete then the family Kz \ {#} of non-empty compact subsets of Z is closed
for p’.

p 195 1 8 (part (b-i) of the proof of 247C): for ‘|[ul; < 2suppey| [pul < 2(1 + Mou(F N Ey))’ read
Yulli < 2suppes | [rul < 28uppes(1+ Mou(F N Ey))’ .

p 197 1 7 (Notes and comments): for ‘371Xg’ read ‘371Xf’.

p 199 1 11-13 (part (c) of the proof of 251B): for ‘;n’s ‘muns.’ r€ad ‘nm’, ‘npms - (T.D.A)
p 199131 (part (a) of the proof of 251E): for ‘3" uE,-vE, < 0A+¢ read ‘Y " uE,-vF, < 0A+¢.
(K.Y.)
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p 199 1 34 (part (a) of the proof of 251E): for ‘0(AN(E x F))+60(A\ (E x F)) read ‘0(AN(E xY))+

0(A\ (E xY)). (T.D.A))
p 201 1 27 (part (a) of Theorem 2511): for ‘uF - uF’ read ‘uF - vE”. (T.D.A)
p 205 1 1 Add new paragraph:
251L Proposition Let (X1,%1,p1), (X2, Yo, p2), (Y1,T1,v1) and (Yo, Ta,va) be o-finite
measure spaces; let A;, Ay be the product measures on X; x Y7, X5 X Y5 respectively. Sup-
pose that f : X7 — X5 and g : Y1 — Y5 are inverse-measure-preserving functions, and that
h(z,y) = (f(x),g(y)) for x € X1, y € Y;. Then h is inverse-measure-preserving.
251L-251S are now 251M-251T.
p 205 11 23-24 (part (c) of the proof of 251M, now 251N): for ‘u,I,,’ read ‘u, Ly, . (T.D.A)
p 206 1 14 (proof of 251N, now 2510): for ‘F’ = Ujng F;’ read ‘F' = UjeJo Y;'. (T.D.A)
p 206 1 33 (part (b) of the proof of 2510, now 251P): for ‘a = sup,en 0(C N (B, X Fy))’ read ‘u =
sup, ey 0(C N (B, x F))'. (T.D.A))

p 207 1 29 (part (a) of the proof of 251P, now 251Q): for ‘¥p’ read ‘Tp’.
p 208 1 10 (part (c) of the proof of 251P, now 251Q): for ‘132Ed’ read ‘132Ee’.

p 210 1 5 Add new paragraph:

251U Proposition Let (X, X, 1) be an atomless measure space, and let A be the c.l.d. measure
on X x X. Then A = {(z,z) : € X} is A-negligible.

p 211113 (251X) Add new exercises:

(a) Let X and Y be sets, A C PX and B C PY. Let ¥ be the o-algebra of subsets of X
generated by A and T the o-algebra of subsets of Y generated by B. Show that Y®T is the
o-algebra of subsets of X x Y generated by {A x B: A€ A, B € B}.

(p) In 251Q), show that X and \# will have the same null ideals, even if none of the conditions
of 251Q(ii) are satisfied.

(s) Let (X,X%, ) be a semi-finite measure space. Show that p is atomless iff the diagonal
{(z,x) : € X} is negligible for the c.l.d. product measure on X x X.

Other exercises have been renamed: 251Xa-251Xn are now 251Xb-251Xo, 251Xo is now 251Xq, 251Xp is
now 251Xr, 251Xq is now 251Xt, 251Xr is now 251Xu.

p 212 1 12 (Exercise 251Xj, now 251Xk): for ‘the completion of p’ read ‘@ as defined in 213Xa’.
(T.D.A))

p 2121 33 (Exercise 251Xr, now 251Xu): add new part
(ii) Show that if both x and v are point-supported, so is the c.l.d. product measure.

p 212 1 35 (Exercise 251Ya): for ‘121YDb’ read ‘121Y¢’.

p 212137 (251Y) Add new exercises:

(b) Show that there are measure spaces (X1,%1, 1) and (Xa, X, o), a probability space
(Y, T,v) and an inverse-measure-preserving function f : X; — Xo such that h: X1 XY — Xo xY
is not inverse-measure-preserving for the c.l.d. product measures on X; x Y and X5 x Y, where
hz,y) = (f(z),y) forx € X; and y € Y.

(d) Let (X, X, ) be any measure space, (Y, T,v) an atomless measure space, and f: X — Y
a (X, T)-measurable function. Show that {(z, f(z)) : « € X} is negligible for the c.l.d. product
measure on X X Y.

Exercise 251YDb is now 251Yc.

p 214 1 13 (notes to §251): delete -251Xc’. (T.D.A)
p 214 1 29 (2524, definition of the set D): for ‘[co, 00}’ read ‘[—o0, c0]}’.
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p 214 1 30 (252A) For ‘g(z) = [ f(z,y)v(dy) for y € D read ‘g(z) = [ f(z,y)v(dy) for x € D’.
(S.Bianchini.)

p 218 1 16 There is a substantial lacuna at the end of part (b*-ii) of the proof of 252B. We need to know
that A C Wgp, and the argument as written reaches only to YRT C We . For the full result we now need
to add the ideas of (b-iii) and (b-iv) on pp 216-217. T am grateful to T.D.Austin for pointing this out.

p 218 11 22-23 (part (b*-iii) of the proof of 252B): for ‘¢’ read ‘g,,’. (T.D.A)

p 219 1 13 Corollary 252E has been re-written, as follows:
Let (X, 3, u) and (Y, T, v) be measure spaces, with c.l.d. product (X x Y, A, \). Suppose that
v is o-finite and that p is has locally determined negligible sets. Then if f is a A-measurable
real-valued function defined on a subset of X x Y, y — f(x,y) is v-virtually measurable for
p-almost every x € X.

p 219 1 42 (proof of 252F): for ‘ug-almost every x € X’ read ‘ug-almost every x € E’.
p 2201 25 (part (b) of the proof of 252G): for ‘vF’ read ‘vp’. (T.D.A)

p 221 1 6 (Corollary 252H) Add new part:
(b) Let f be a A-measurable [O oo]-valued function defined on a member of A. Then

Sy 1A = Jy Jx 1@y =[x Jy feywidy)p(da)

in the sense that if one of the integrals is defined in [0, oo] so are the other two, and all three are
then equal.

p 223 1 13 (end of part (a) of the proof of 252N): for ‘AQ2;” read ‘A",

p 223 1 19 (integration through ordinate sets): the result has been fractionally strengthened to

Let (X, X, 1) be a measure space, and f a non-negative p-virtually measurable function defined
on a conegligible subset of X. Then

ffd,u = fooo pwz:xz edomf, f(x) > t}dt = fooo pw{z:z edomf, f(x) >t}hdt
in [0, 00|, where the integrals [ ...d¢ are taken with respect to Lebesgue measure.
p 223 1 27 (proof of 2520): for ‘u{z : gn(z) >t} = uEn, if 1 <k < 4™ and 2"(k — 1) < ¢t < 2"k’ read
i gn(z) >t} =pEn f1 <k <4"and 27"(k—1) <t < 27"k
p 223 1 32 (proof of 2520): for ‘at any point of C' at which h is continuous,
ple: f(@) 2t} = limgy plo s f(2) > s} = plo: f(o) > t)
read ‘at any point of C'\ {inf C} at which h is continuous,

plz s f(x) >t} =lmep pu{x : f(x) > s} = p{x: f(zx) >t}

P 226 1 38 The exercises to §252 have been rearranged: 252Xb-252Xd are now 252Xc-252Xe, 252Xe is
now 252Xh, 252Xh is now 252Xi, 252Xi is now 252Xb; 252Ye-252Y1 are now 252Yj-252Yn, 252Yj-252Ym
are now 252Ye-252Yh, 252Yn is now 252Yu, 252Yo is now 252Yt, 252Yp-252Yt are now 252Y0-252Ys.
There is a new exercise 252Xj:

(§) Let (X,X,u) be a measure space, and f : X — [0,00[ a function. Write B for the
Borel o-algebra of R. Show that the following are equiveridical: (a) f is X-measurable; (53)
{(z,a):x€X,0<a< f(x)} € 2®B; (7) {(z,a):z€ X,0<a< f(z)} € ZRB.

p 228 1 14 (Exercise 252Y{, now 252Yk, part (i)): delete ‘= [vW [{z}|u(dz) .

p 228 1 15 (Exercise 252Yf), now 252Yk): part (iii) should read ‘Show that if W € dom A, then
AW =32 cio puW ~L[{y}] if there are a countable set A C [0,1] and a Lebesgue negligible set E C [0, 1]
such that W C ([0,1] x A) U (F x [0,1]), oo otherwise’.

p 229 1 19 (Exercise 252Yp, now 252Yo): for ‘L9,” read ‘M®>".
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p 230 1 3 (252Y) Add new exercises:

(i) Show that if p is any non-zero (real) polynomial in r variables, then {x : x € R", p(x) = 0}
is Lebesgue negligible.

(v) Let (X, 3, ) be a complete locally determined measure space and f, g two real-valued,
p-virtually measurable functions defined almost everywhere in X. (i) Let A be the c.l.d. product
of 1 and Lebesgue measure on R. Setting Q} = {(z,a) : € dom f, a € R, a < f(z)} and
Qy = {(z,a) : z € domg, a € R, a < g(x)}, show that \(Q} \ Q) = [(f — g)"dp and
M AQ;) = [|f — gldp. (ii) Suppose that p is o-finite. Show that

J1f = gldi= [~ u({z: z € dom f N domg, (f(x) - a)(g(x) — a) < O}da.

(w) Let (X,X,u) be a probability space and T a o-subalgebra of ¥. Suppose that £ € ¥
and that g is a conditional expectation of xE on T. Show that there is an F' € T such that
WEAF) < [[XE = gl

p 235113 (part (e) of the proof of 253F): for ‘T'(f*,g*)’ read ‘T'(f* ® g°)’. (T.D.A)
p 236 1 8 (part (b-ii-y) of the proof of 253G): for ‘H;;’ read ‘F;;’. (T.D.A)
p 238 1 8 (part (d) of the proof of 2531): for ‘E’ \ H” read ‘E’ x H" . (T.D.A)

p 238 112 (part (d) of the proof of 2531): for ‘(E,)nen’ read ‘(Fp,)nen’.
p 238113 (part (d) of the proof of 2531I): for ‘sup,,cy (W N (E, x Gy))’ read ‘sup,cn (W N (F, x Gy)) .

p 241 1 27 (Exercise 253YT{, part (vii)): add
When W =V and ¢(u,v) = ([ u)v for u € L' and v € V, T'f* is called the Bochner integral
of f.

p 241 1 45 (Exercise 253Yk): for ‘[0, 00]” read ‘[1, 00]’. (T.D.A)

p 242 1 2 (Exercise 253Y1): for ‘LY(\;)’ read ‘L (y;) .

p 244 1 32 (part (a-ii) of the proof of 254F): for ‘VO< k’ read V j < k. (T.D.A)
p 245 11 1-3

(part (b-i) of the proof of 254F): for Fy, F}, F}' read Cj, C}, C7. (T.D.A)

p 245 11 16-24
(part (b-iii) of the proof of 254F): for E; read C;.

p 245 1 37 (part (e) of the proof of 254F): for
AVANW)HXVAW) = AV =AW + AV \W) =0V —0W +0(V\ W)’
read

AVANW) AV \W) = AV =AW + AV \ W) = 0V — W + 0(V \ W')".

p 246 1 10 (Lemma 254G): for ‘((X;, X;, p;)” read ((X;, X4, i) Yier -

p 247 1 32 (254J) Add new parts, replacing the former 254.Jd:

(d) Define addition on X by setting (x + y) (i) = x(¢) +2 y(¢) for every i € I, x, y € X, where
04+20=1421=0,0421=1450=1. If y € X, the map x — z +y : X — X is inverse-
measure-preserving.

(e) If r : I — I is any permutation, then we have a corresponding measure space automorphism
z—am: X - X.

p 248 1 26 (part (b-v) of the proof of 254K): for ‘¢~ [E] C V’ read ‘¢~ '[E] C V.
p 249 1 3 (part (c) of the proof of 254K): for ‘¢[C] = AC” read ‘ug[C] = AC".
p 251116 (part (a) of the proof of 254N): the definition of Dy should read

Dy ={x:x € X, z(i) € C} 4(j),, whenever j € L, i € K;}.
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p 253 17 (part (a-ii) of the proof of 254P): for ‘W, = {y:y € Xy, (y,2) € W} read ‘W, ={y:y € Xy,
(y,2) e W}

p 253 19 (part (b) of the proof of 254P): W, must be defined as {x : x € dom f, f(z) > ¢} to match
the formula six lines later.

p 254 1 27 (part (a-i) of the proof of 254R): in the definition of «, read ‘I \ J’ for ‘X \ J.
p 254 141 (part (a-ii) of the proof of 254R): in the expression for Sa, read ‘I\ (K NJ) for ‘X \ (KNJ).

p 255 1 40 Corollary 254S should be expanded, as follows:
254S Proposition Let ((X;,X;, 1;))ier be a family of probability spaces, with product
(X, A 0.
(a) If A C X is determined by coordinates in I\ {j} for every j € I, then its outer measure
A*A must be either 0 or 1.
(b) f W € A and AW > 0, then for every € > 0 there are a W’ € A and a finite set J C I
such that AW’ > 1 — € and for every © € W' there is a y € W such that [T\ J =y[I\ J.

p 257 1 14 Add new paragraph:
254V Proposition Let (X,X, 1) be an atomless probability space and I a countable set.
Let A be the product probability measure on X?. Then {x : x € X’ i — x(i) is injective} is
A-conegligible.

p 257 1 30 Exercise 254Xd has been rewritten, as follows.
Let I be a set and (Y, T, v) a complete probability space. Show that a function ¢ : Y — {0, 1}{
is inverse-measure-preserving for v and the usual measure on {0, 1} iff v{y : ¢(y)(i) = 1 for every
i€ J}=2"#) for every finite J C I.

p 258 11 (254X) Add new exercise:
(i) Show that if ¢ : {0,1}N — [0,1] is any bijection constructed by the method of 254K, then
{¢~'[E] : E C [0,1] is a Borel set} is just the o-algebra of subsets of {0, 1} generated by the
sets {z : z(i) = 1} for i € N.
254Xi-254Xr are now 254Xj-254Xs.

p 258 1 29 Part (ii) of Exercise 254Xp (now 254Xq) is wrong, and has been deleted.

p 258 1 33 (Exercise 254Xq, now 254Xr): add new part
(i) Let A be the usual measure on {0, 1}, and A its domain. Let f : {0, 1} — R be a function
such that, for =, y € {0,1}", f(z) = f(y) <= {n:n €N, z(n) # y(n)} is finite. Show that f
is not A-measurable.

p 259 11 (254Y) Add new exercises:

(b) Let ((Xj, X, p15))icr be any family of measure spaces. Set X = [],.; X; and let F be a
filter on the set [I]<“ of finite subsets of I such that {J : ¢ € J € [[]<¥} € F for every i € I. Show
that there is a complete locally determined measure A on X such that A(J[,c; E;) is defined and
equal to limy 7 [[;c; pifs; whenever E; € %; for every i € I and limj, 7 [[;c; pi i is defined
in [0, ool.

(e) Let f : [0,1] — [0,1]? be a function which is inverse-measure-preserving for Lebesgue
planar measure on [0, 1] and Lebesgue linear measure on [0, 1]; let fi, fo be the coordinates of
f. Define g : [0,1] — [0, 1]N by setting g(t) = (f1 f3(t))nen for 0 <t < 1. Show that g is inverse-
measure-preserving.

(h) Let (X, X, 1) be an atomless probability space, I a set with cardinal at most #(X), and
A the set of injective functions from I to X. Show that A has full outer measure for the product
measure on X1,

254YDb-254Y ¢ are now 254Yc-254Yd, 254Yd-254Ye are now 254Y{-254Yg.

p 259 1 1 Exercise 254Yb (now 254Yc) must be re-stated, as follows.
(c) Let ((X;,%;,1i))ier be a family of probability spaces, and A a complete measure on
X =]I;c; Xi- Suppose that for a complete probability space (Y, T,v) and a function ¢ : ¥ — X,
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¢ is inverse-measure-preserving for v and \ iff v¢~![C] is defined and equal to 6,C for every
measurable cylinder C' C X, writing 6, for the functional of 254A. Show that A is the product
measure on X.

p 259 1 31 (notes to §254): for ‘254Yb’ read ‘254 Ya(iii)’.
p 260 1 45 (notes to §254): delete the reference to ‘254Xo(iii)’.

p 262 1 13 (part (d-ii) of the proof of 255A): the ideas so far are certainly not enough to ensure that T
is equal to T' = {E : E € 3y, ¢ [E] € 33}. So what we really need to do here is to repeat the arguments
for =1 and T’ to see that ¢~1[E] € Xg and psE = g~ L[E] for every E € Y.

p 263 1 7 (proof of 255D): for ‘g(x,y) = (f @ xR)(¢(z,y)) read ‘g1(z,y) = (f @ xR)(d(z,y))’.

p 265 1 9-10 (proof of 2551): for ‘f = lim, o0 fr, ¢ = limy, o0 gn” Tead ‘f =pe limy, oo fr, ¢ =ae.
1Hnn~>oo gn’~

p 265 1 31 (proof of 255J): for ‘255H’ read ‘255Gb’. (T.D.A)
p 266 121 (part (b) of the proof of 255K): for * [ |h(t) — h(a’ —x+t)|pdt’ read ‘ [ |h(t) — h(z' —x+¢)|Pdt’.
(T.D.A)

p 265 1 3 Part (c) of 2550 has been deleted; 2550d-2550g are now 2550¢-2550f.

p 269177 (2550d, now 2550¢): for ‘jjiﬂ_’ﬂ_]z h(z+y) f(x)g(y)d(z,y) read ‘f]ﬂwr]g h(z+y) f(x)g(y)d(z,y)’,
and similarly on lines 11 and 12.

p 269 1 25 (255X) Add new exercise:
(h) Let p be Lebesgue measure on R. For u, v, w € LE = L (u), say that uxv = w if f* g is

defined almost everywhere and (f xg)* = w whenever f, g € £L&(u), f* = v and ¢g* = w. (i) Show

that (ug + ug) * v = ug * v + ug * v whenever uy, ug, v € L% and uj * v and usg * v are defined in

this sense. (ii) Show that u* v = v * u whenever u, v € L°(C) and either u v or v *u is defined.

(iii) Show that if u, v, w > 0 in L°(u) and uxv and v*w are defined, then u* (v*w) = (u*v) *w

if either is defined.
Other exercises have been rearranged: 255Xc-255Xe are now 255Xi-255Xk, 255X{-255Xi are now 255Xc-
255Xf, 255Ya-255Yg are now 255Y¢c-255Y1, 255Yh is now 255Ym, 255Y1i is now 255Ya, 255Yj is now 255YD,
255Yk-255Ym are now 255Yj-255Y1.

p 270112 (Exercise 255Xi, now 255Xf): for ‘lims o sup,cp | f(2)—(f*¢s5)(x)| = 0’ read ‘lims o sup,ep | f(2)—
(f *s)(x)] = 0.

p 27118 (Exercise 255Yj, now 255Yb): for ‘limg_, o0 % f_oo o (ij%dy’ read ‘lim, oo % ffooo %dy’.

p 274 11 38-39 (part (c-iv) of the proof of 256C): for ‘K,,; = ;. Kn; for each i, read ‘K},; = ;<; Kni
for each j’ and for ‘v(E, N H) = lim; V(K;Lj NH) read ‘v(E, NH) =lim; o V(K;Lj NH).
p 275 1 33 (part (c) of the proof of 256D): for ‘—v'G — v'H’ read ‘v'G — v'H'.
p 277 1 6 Part (b) of 256H has been rewritten, and is now
(b) A point-supported measure on R" is a Radon measure iff it is locally finite.

p 277 1 29 (Remark 256Ib): for ‘232J’ read ‘232I.

p 279 1 31 (Exercise 256Xe): for ‘the sum of Radon-Nikodym derivatives’ read ‘a linear combination of
Radon-Nikodym derivatives’.

P 279 1 39 The second sentence of Exercise 256Xg should read ‘Show that in this case v is an indefinite-
integral measure over Lebesgue measure iff the function x — v[a,z| : [a,b] — R is absolutely continuous
whenever ¢ < b in R’.

p 280 1 1 Exercise 256Xi has been extended, and now reads
(i) Let v be a Radon measure on R”, and v* the corresponding outer measure. Show that
vA =inf{vG: G D A is open} for every set A C R".
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p 280 129 (256Y) Add new exercise:

(d) (i) Let A be the usual measure on {0,1}. Define ¢ : {0,1} — {0,1} by setting
Y(z)(i) = 2(i + 1) for z € {0,1}N and j € N. Show that v is inverse-measure-preserving. (ii)
Define 6 : R — R by setting 0(t) = <3t> = 3t — [3t] for t € R. Show that 6 is inverse-measure-
preserving for Cantor measure as defined in 256Hc.

256Yd-256Ye are now 256Ye-256Y{.

p 283 1 28 (Exercise 257Yb) In the definition of ‘Radon measure on |—m, 7]’, I should have said that the
measure must be complete.

p 283 1 40 (notes to §257): for ‘445K’ read ‘444R’.
p 283 1 42 (notes to §257): for ‘§445 read ‘§444’.
p 289134 -p 29011 (part (a) of the proof of 261F): Qi and Ej, should be
{z:zez, [27F2,27F(z+ 1)[ C G}, U.co. [27F2,27%(z + 1])
respectively. (T.D.A))

p 291 1 11 (Exercise 261Yg): add new part:
(ii) Show that in the construction of 261A the residual set A \ |JZ, is always porous.

p 291 1 17 Exercise 261Yj has been elaborated, and now reads

w(CNB(z,6))
nB(z,0)

for every x € C. Show that |JCy € C for every Cy C C. (ii) Show that any union of non-trivial

closed balls in R” is Lebesgue measurable.

(j) (i) Let C be the family of those measurable sets C' C R" such that lim sup;, >0

p 291122 (261Y) Add new exercise:

(1) Let ¥’ be the family of measurable sets G C R" such that whenever x € G and € > 0 there
is a 0 > 0 such that u(GN1I) > (1 —e)ul whenever I is an interval containing z and included
in B(z,d). Show that T’ is a topology on R" intermediate between the density topology (261YT)
and the Euclidean topology.

p 292 1 26 (262A) Add a final remark:
Evidently a Lipschitz function is uniformly continuous.

p 292 1 32 (Lemma 262B): in the statement of part (c), delete the phrase ‘and ¢ is Lipschitz’ before the
comma.

p 295 1 39 (part (a) of the proof of 262I): Start with ‘let T' be a derivative of ¢ at x’. For ‘262G’ read
‘262FDb’.

p 298 126, p 299 1 8 (part (b) of the proof of 262M, definition of H,, and again in part (d-i)): for
Ylé(y) — d(@) = S, (y — )| < C(Sm,,)" read [[é(y) — ¢(x) = Sm,, (y — 2)| < ((Sm, )y — [’ (T.D.A)

p 301 1 23 (part (d) of the proof of 262Q), definition of H;: } missing at end of line.

p 303 1 35 (262X) Add new exercise:
(1) Let f : [a,b] — R be an absolutely continuous function, where a < b, and g : f[[a,b]] = R
a Lipschitz function. Show that gf is absolutely continuous.

p 303 1 38 Exercise 262Yb seems to require ideas which are not touched on in this volume, so has been
moved to 419Yd. Add new exercise:
(d) Let ¢ : D — R be a function, where D C R”. (i) Show that if ¢ is measurable then all
its partial derivatives are measurable. (ii) Show that if ¢ is Borel measurable then all its partial
derivatives are Borel measurable.
262Ya is now 262Yb, 262Yd-262Yh are now 262Ye-262Y1i, 262Yi is now 262Ya.

p 304 1 17 (Exercise 262Yh): for ‘limgso(f * ¢)(x) read ‘limso(f * ¢s5)(x) .

MEASURE THEORY (abridged version)



264X May 2001 19

p 312 1 19 New result added:

2631 Theorem Let D C R" be a measurable set, and ¢ : D — R" a function differentiable
relative to its domain at each point of D. For each € D let T(x) be a derivative of ¢ relative
to D at z, and set J(z) = |det T'(z)|.

(a) Let v be counting measure on R”. Then [, v(¢~'[{y}])dy and [, Jdu are defined in
[0, 0] and equal.

(b) Let g be a real-valued function defined on a subset of ¢[D] such that [}, g(¢(z)) det T(x)dx
is defined in R, interpreting g(¢(z)) det T'(x) as zero when det T'(x) = 0 and g(¢(z)) is undefined.
Set

C={y:yeg[D], o' [{y}] is finite}, R(y) = Zm(i)—l[{y}] sgndet T'(x)

«

fory € C, where sgn(0) = 0 and sgn(«) for non-zero «. If we interpret g(y)R(y) as zero when

"ol
g(y) = 0 and R(y) is undefined, then f¢[D] gx Rdy is defined and equal to [}, g(¢(z)) det T'(x)dz.
2631 is now 263J.

p 313 111 (part (b) of the proof of 2631, now 263J): for ‘=0if y < v < v’ or v/ < v < y’ read ‘=0
otherwise’.

p 314127 (263Y) Add new exercises:

(e) Let f : [a,b] — R be a function of bounded variation, where a < b in R, with Lebesgue
decomposition f = f, + fes + fac as in 226Cd; let u be Lebesgue measure on R. Show that the
following are equiveridical: (i) f.s is constant; (ii) uf[[c,d]] < fcd |f'|dp whenever a < ¢ <d <b;
(iii) p* f[A] < [, | f'|dp for every A C [a, b]; (iv) f[A] is negligible for every negligible set A C [a, b).

(f) Suppose that r = 2 and that ¢ : R? — R? is continuously differentiable with non-singular
derivative T' at 0. (i) Show that there is an € > 0 such that whenever T is a small circle with
centre 0 and radius at most € then ¢ [T is a homeomorphism between I" and a simple closed curve
around 0. (ii) Show that if det T > 0, then for such circles ¢(z) runs anticlockwise around ¢[I']
as x runs anticlockwise around T'. (iii) What happens if det T" < 07

p 3171 3 (part (c) of the proof of 264B): for ‘a sequence (A, )men of sets, covering A, with diam A,,,,, <4
for every m and Z::O(diam Apm)" < 0.5 +27™€. read ‘a sequence (A, )men of sets, covering A,,, with
diam A,,,, < ¢ for every m and ano:o (diam Ay )" < 0,54, + 27 7€ (F.Priuli.)

p 319 1 8 (part (b) of the proof of 264F): for ‘u, E’ read ‘ppg,E’.

p 321 1 2 (part (c-iii) of the proof of 264H) : for ‘2’ = (y,£’)’ read ‘2’ = (v/,&’).

p 321 1 8 (part (c-iv) of the proof of 264H): for ‘|¢| < f(y) <= [£] < f(Si(y)) read ‘|¢| < 3f(y) <
€] < 5£(Siy))- (T.D.A.)

p 323 1 24 (Exercise 264Xa): for ‘for and 6 > 0’ read ‘for any 6 > 0’.

p 323 1 37 (264X) Add new exercises:

(f) (i) Suppose that f : [a,b] — R has graph I'y C R?, where a < b in R. Show that the outer
measure ij;; (Cy) of T for one-dimensional Hausdorff measure on R? is at most b—a+ Varp, 4 (f).
(Hint: if f has finite variation, show that diam(I'f})¢, ) < u—t+ Vary, ,((f); then use 224E.) (ii)
Let f :[0,1] — [0,1] be the Cantor function. Show that pgq1(I'y) = 2.

(g) In 264A, show that

oo
0,sA = inf{Z(diam An)" : (Andnen is a sequence of convex sets covering A,
n=0

diam A,, < ¢ for every n € N}

for any A C R*®.
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p 325113 (264Y) Add new exercise:
(q) Let s > 1 be an integer, and r € [1,00[. For z, y € R® set p(x,y) = |lx — y||*/". (i)
Show that p is a metric on R? inducing the Euclidean topology. (ii) Let g, be the associated
r-dimensional Hausdorff measure. Show that pg, B(0,1) = 2°.

p 329 1 21 (part (b) of the proof of 265E): for ‘>0 | Jur¢[D,]+ epiDy,’ vread Y0 o Jpi Dy +epti Dy, .
(T.D.A)

p 3301 3 (part (c) of the proof of 265E): for ‘v ¢[D] = limy—, oo p:[DNBy]’ read ‘v @[ D] = limy 00 V[ DN
By
p 330 1 6 (part (d-i) of the proof of 265E): for ‘¢ (z) = (¢(x),nx)’ read ‘iy(x) = (¢(x),nz)’.
p 330 1 14 (part (d-ii) of the proof of 265E): the definition of C,, should be
‘Cp={z:2€D, |z|| <m, |rjx) <mforalli<s, j<r}.
(T.D.A))
p 334 15 (265X) Add new exercise:

(f) Suppose that r > 2. Identifying R” with R"~! x R, let C,. be the cylinder B,_1 x [-1,1] 2
B,, and 9C, = (B,_1 x {—1,1}) U (S,_2 x [—1,1]) its boundary. Show that

HmBr _ Vr—lsr—l

1 Ch vr_1(0C,)

p 334114 (265Y) Add new exercise:
(b) Suppose that a < b in R, and that f : [a,b] — R is a continuous function of bounded
variation with graph I'y. Show that the one-dimensional Hausdorff measure of I'y is Var, 5 (f) +

LT+ = 1)

p 334 I have added a new section at this point on the Brunn-Minkowski inequality. The new theorems
are
266A Proposition If ug,... ,un,po,... ,pn € [0,00[ and Y ;" (p; = 1, then [];  jul’ <
Z:'L:o Dills.
266B Proposition For any set D C R” set

p (DNB(x,6))

cl*D = {z : limsupy,q S B(z.) 0},

where p is Lebesgue measure on R”.
(a) D\ cI*D is negligible.

(b) cI*D C D.
(c) cI*D is a Borel set.
(d) p(el*D) = j* D,

(e) If C C R then C + cl*D C cI*(C + D), writing C + D for {x +y:2 € C, y € D}.
Remark In this context, cI*D is called the essential closure of D.

266C Theorem Let A, B C R" be non-empty sets, where r > 1 is an integer. If u is Lebesgue
measure on R”, and A+ B = {z+y:x € A, y € B}, then p*(A+ B)Y" > (u* A)/" 4+ (u*B)"/".

p 341 1 19 Add new paragraph:

271L Proposition Let (£2,%, 1) be a probability space and (X, )nen a sequence of real-
valued random variables converging in measure to a random variable X. Writing Fx, , Fx for
the distribution functions of X,,, X respectively,

Fx(a) = infpsq liminf, o Fx, (b) = infps limsup,, , o Fx, (b)

for every a € R.
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p 341 1 20 (Exercise 271Xa): delete ‘Pr(|X —E(X)| > ¢) < éVar(X)’. (T.D.A)

p 342123 (271Y) Add new exercises:

(d) Let (2, %, 1) be a probability space and F a filter on £9(u) converging to Xo € £°(u) for
the topology of convergence in measure. Show that, writing F'x for the distribution function of
any X € £%(p),

Fx,(a) = infpsq liminfx_, 7 Fx (b) = infpsq limsupy_,  Fx (b)

for every a € R.
(e) Let X, Y be non-negative random variables with the same distribution, and A : [0, co[ —
[0, 00[ a non-decreasing function. Show that E(X x hY) <E(Y x hY).

p 344 1 18 In condition (iv) of Proposition 272D, note that (3;);cs is a family of subalgebras of the

domain ¥ of the completion of p rather than the original o-algebra X, so it would be better to say explicitly
‘independent with respect to ji’.

p 346 1 38 (proof of 272I): the reference ‘256K’ should be changed to ‘256L’.
p 348 1 26 (part (b) of the proof of 272M): for ‘[[,c; ., Pr(X;; € Fj;) read Tlierjes0) Pr(X;; € Fij).
(T.D.A)

p 350 1 5 Add new result:
272Q Theorem Let (2, X, 1) be a probability space, and (¥;);c; an independent family of
o-subalgebras of ¥. Let £ C ¥ be a family of measurable sets, and T the o-algebra generated by
E. Then there is a set J C I such that #(I'\ J) < max(w,#(€)) and T, (¥;) e are independent,
in the sense that w(F N(,., Er) = pF - [[_ypE, whenever F € T, jo,...,j, are distinct
members of J and E, € X;_ for each r < n.
272Q-272U are now 272R-272V.

p 350 1 24 (part (b-i) of the proof of 272R, now 272S): for ‘[ (x + y)?vx, (dz)vx, (dy) read ‘ [[(x +
y)?vx, (dz)vx, (dy)’. (T.D.A.)

p 351 1 28 (proof of 272U, now 272V): for {w : |(S, — Sr)(w)| > 29} read “{w : |(Sn — Sy)(w)| > 27}".
p 351 1 31 (proof of 272U, now 272V): delete extra ‘in’.

p 351 1 36 Add new result:
272W Theorem Let Xy, ... , X, be independent random variables such that 0 < X; <1 a.e.
for every i. Set S = 5 >7" | X; and a = E(S). Then

Pr(S —a > ¢) <exp(—2(n+ 1)c?)
for every ¢ > 0.

p 352 127 (272X) Add new exercises:
(k) Let Xo,...,X, be independent random variables such that d; < X; < d; a.e. for every i.
(i) Show that if b > 0 then E(e®Xi) < exp(ba; + ébQ(d; — d;)?) for each i, where a; = E(X;). (ii)
Set S = =5 Y1y Xi and a = E(S). Show that

Pr(S—a>c¢) < exp(—%)

for every ¢ > 0, where d = Y"1 (d; — d;)?.
(1) Suppose that Xj,..., X, are independent random variables, all with expectation 0, such
that Pr(|X;| < 1) =1 for every i. Set S = X;. Show that Pr(S > ¢) < exp(—c?/2)

for every ¢ > 0.

1 n
VAT im0

p 352 1 28 The exercises 272Y have been rearranged: 272Ya is now 272Yh 272Yb is now 272Yg, 272Yc
is now 272Ya, 272Yd is now 272Ye, 272Ye is now 272Yc, 272Yf is now 272Yb, 272Yg is now 272YT.
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A new exercise has been added:
(d) Let (X;)ien be an independent sequence of real-valued random variables, and set S,, =
S o X; for each n. Show that if (S,)nen converges to S for the topology of convergence in
measure on £, then (S,,),en converges to S a.e.

p 355 1 14 The statement of Lemma 273Cb now reads
Let (zn)nen be such that Y2 z; is defined in R, and (b,),en a non-decreasing sequence in

[0, o] diverging to oco. Then lim, bi Y peo brzr = 0.

p 357 1 25 (part (a) of the proof of 273H): for ‘=0 if | X,,(w)| > n’ read ‘=0 if | X,,(w)| > n’. The same
error recurs at the beginning of the proof of 273I.

p 360 19 Corollary 273J has been extended, as follows:
Corollary Let (Q,Y, 1) be a probability space, and A the product measure on QY. If f is a
real-valued function such that [ f is defined in [—oo, 00|, then

1

limy, o0 72?:0 f(wi) = f fdﬂ

n+1
for A-almost every w = (wy)nen € OV,

p 360 1 27 (Borel-Cantelli Lemma): the result is now in the stronger form
Let (£2,%, 1) be a probability space and (E,)nen a sequence of measurable subsets of 2 such
that Y, pE, = oo and u(E,, N E,) < puE,, - uE, whenever m # n. Then almost every point
of Q belongs to infinitely many of the E,,.

p 362 1 28 (proof of 273M): on each occasion on which the subformula ‘2p 4+ 1’ appears, replace it with

b

‘3p’.
p 364 1 35 (273X) Add new exercises:
(c) Let (E,)neny be an independent sequence of measurable sets in a probability space, all
with the same non-zero measure. Let {(a,),en be a sequence of non-negative real numbers such
that Y~ ,a, = co. Show that Y7 ja,xE, = a.e.

() Let (22,3, 1) be a probability space, and A the product measure on QY. Let f : Q — R
1

be a function, and set f*(w) = limsup,,_, =t Yoo f(w;) for w = (wn)nen € QY. Show that
Jf*dX\ = [ fdp whenever the right-hand-side is finite.
(o) Let (X, X, 1) be a probability space and (E,),en an independent sequence in ¥ such that
o = lim,, o, pF, is defined. For z € X set I, = {n : = € E,}. Show that I, has asymptotic
density « for almost every .
Other exercises have been rearranged: 273Xc-273Xh are now 273Xd-273Xi, 273Xi-273X1 are now 273Xk-
273Xn.

p 365 1 34 Exercise 273Yb has been deleted, and replaced with
(b) Let (X,)nen be a sequence of random variables with finite variance. Suppose that

00 .. n nOE(XixX; o
S>> (E(X,) = co and liminf,,_, o, ==2 2o BIX: X X;) < 1. Show that >~ .~ ) X; = 00 a.e.

n=0 (im0 B(X4))?

p 367 112 (part (d) of 274A): add ‘the normal distributions are the distributions with these density

ef(mfa)2/202).

functions’ (that is, the functions x — 5
ag ™

p 3711 6 (part (d) of the proof of 274F): for ‘Z = Zy+ ...+ Z,  read ‘Z = 0¢gZp + ... + onZy’

p 373 117 (part (c) of 274H): for Y = X1 + ...+ X)) read 'Y = Xo+ ...+ X,

p 375122 (part (d) of 274L): the reference to 434S-434T in Volume 4 should be changed to 437J-437M.

p 375130 (part (a) of the proof of 274M): for * [, e~ @9 /2dg > o= /2 IS e *ds read * [° e~ (@t9)*/2 s <
e /2 J e meds . (M.R.Burke.)
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p 3751 35 (part (b) of the proof of 274M): add ‘d¢’ in each of the integrals f;Jr% e /2, f;+“l‘ (1—=z(t-
z))e=/2, (T.D.A.)

p 3751 38 (274X) Add new exercises:

(b) Suppose that f : R — R is absolutely continuous on every closed bounded interval, and
that [~ |f/(z)|e="*"dz < oo for every a > 0. Let X be a normal random variable with zero
expectation. Show that E(X f(X)) and E(X?)E(f’(X)) are defined and equal.

(j) Let (X, )nen be an independent identically distributed sequence of random variables with
non-zero finite variance. Let (f,)nen be a sequence in R such that >°>° ¢2 = co. Show that
> o tn Xy is undefined or infinite a.e.

(k) Let (X, )nen be an independent sequence of real-valued random variables with zero expec-
tation. Suppose that M > 0 is such that |X,| < M a.e. for every n, and that > °  Var(X,) =

0. Set s, = />, Var(X;) for each n, and S, = iZ?:O X; when s, > 0. Show that
limy, 00 Pr(S,, < a) = ®(a) for every a € R.

274Xc (now moved to 274Xd) is over-optimistic as it stands, and I have re-written it in a safer form:

(d) Let (mg)ren be a strictly increasing sequence in N such that mg = 0 and limg_, oo mg/mi1 =

0. Let (X,)nen be an independent sequence of random variables such that Pr(X, = /my) =
Pr(X, = —/mi) = 1/2my, Pr(X,, = 0) = 1 — 1/my, whenever mj_1 < n < my. Show that the
Central Limit Theorem is not valid for (X,,),en-

Other exercises have also been moved: 274Xb is now 274Xc, 274Xd-274Xh are now 274Xe-274Xi.

p 376 1 22 (274Y) Add new exercises:

(a) Suppose that Xy,...,X,,Ys,...,Y, are independent random variables such that, for
each i < n, X; and Y; have the same distribution. Let h : R — R be a Borel measurable
function, and set Z = h(Xo,...,Xn), Z; = h(Xo,...,X;-1,Y;, Xiy1,...,X,) for each ¢ (with
Zy = h(Yo,X1,...,X,) and Z, = h(Xo,...,Xn—1,Yy), of course). Suppose that Z has finite
expectation. Show that Var(Z) < 30 (E(Z; — Z)*.

(b) Show that for any € > 0 there is a smooth function h : R — [0,1] such that x]—o0, —¢] <
h < x[e, o0l

(g) Let (X, )nen be an independent sequence of real-valued random variables. Suppose that
there is an M > 0 such that | X,,| < M a.e. for every n € N, and that )~ X,, is defined, as a
real number, almost everywhere. Show that >~ , Var(X,,) is finite.

Other exercises have been moved: 274Ya-274Yd are now 274Yc-274YT.
p 380 1 21 (part (a) of the proof of 275F): for ‘r, < k < s,41’ read ‘ry11 < k < Syt1’.

p 383135 (part (c) of the proof of 275K): for ‘lim,_, X}, (w) = lim,, o X, (w)’ read ‘lim, . X, (w) =
limy, 00 Xp(w)’. (T.D.A))

p 386 1 34 (Exercise 275Xe) for ‘lim,,_ o | Pyu — u|l, = 0’ read ‘lim, o || Pt — Pooufl, = 0.

p 38711 (275X) Add new exercise:

(i) Let (Q,%,u) be a probability space, with completion (€2, 3, i), and (X,)nen a non-
decreasing sequence of o-subalgebras of $. Show that if (T:)ien 18 a sequence of stopping times
adapted to (X,)nen, and we set 7(w) = sup;cy 7 (w) for w € €, then 7 is a stopping time adapted
to <En>neN'

Other exercises have been re-named; 275Xi-275Xj are now 275Xj-275Xk.

p 387 110 (275X) Add new exercise:

(1) (i) Find a martingale (X,,)nen such that (Xo,)neny — 0 a.e. but | Xa, 11| > 1 a.e. for every
n € N. (ii) Find a martingale which converges in measure but is not convergent a.e.

p 387 1 10 The exercises 275Y have been rearranged; 275Ya-275Y]j are now 275Yb-275Yk, 275Yk-275Y1
are now 275Yo0-275Yp, 275Ym is now 275Ya, 275Yn-275Yo are now 275Yq-275Yr.
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p 387 1 15 Part (ii) of Exercise 275Ya (now 275YDb) is wrong, and has been replaced by
(ii) Defining X,,/Z, as in 121E, so that its domain is {w : w € dom X,, Ndom Z,,, Z,,(w) # 0},
show that (X,,/Z,)nen is a martingale with respect to the measure v.

p 387 1 28 Exercise 275Yd (now 275Ye) has been rewritten, and is now
(e) (i) Show that if @ > 0 and b > 1 then alnb < aln™a + g, where InTa = 0 if a < 1,

Ina if a > 1. (ii) Let (2,%, u) be a complete probability space and X, ¥ non-negative random
variables on € such that tuF; < th X for every t > 0, where Fy = {w : Y(w) > t}. Show that

[, Y < [ X xInT Y, and hence that E(Y) < e_ilu +E(X xIn" X)). (iii) Show that if (X,,),en

is a martingale on Q, n € N and X* = sup,.,, | Xi|, then E(X*) < :61(1 +E(|X,| x InT | X,])).
p 387 1 39 (Exercise 275Yf, now 275Yg): for ¢ [, X;, 11 > [, X, for every n € N'read “ [, X,ip1 > [, Xy
for every n € N and every FE € ¥,,".
Properly speaking, the phrase ‘semi-martingale’ means something much more general, and should be
deleted at this point.

p 388134 (275Y) Add new exercises:

(1) (i) Find a martingale (X,,)nen which is convergent in measure, but is not convergent a.e.
(ii) Find a martingale (X, ),ecn such that the sequence vx, of distributions is convergent for the
vague topology, but (X, ),en is not convergent in measure.

(m) Let (X,)neny be an independent sequence of real-valued random variables such that
>0 o Xy is defined in R almost everywhere. Suppose that there is an M > 0 such that | X,,| < M
a.e. for every n. Show that ) ° ' E(X,,) is defined in R.

(n) Let (22,3, u) be a probability space and (X,,)nen an independent sequence of real-valued
random variables on Q; set F, = {w : w € dom X,,, | X, (w)| > 1}, ¥, = X, X x(Q\ E,,) for
each n, and Z,(w) = med(—1, X,,(w),1) for n € N and w € dom X,,. Show that the following
are equiveridical: (i) Y oo X, (w) is defined in R for almost every w; (i) > oo, iE, < oo,
S oE(Y,) is defined in R, and Y o2 Var(Y,) < oo; (iii) >.ooaE, < oo, >~ E(Z,) is

n=0

defined in R, and Y77, Var(Z,) < oo. (This is a version of the Three Series Theorem.)

p 396 1 25 (276X) Add new exercises:

(d) Let (X,,)nen be an independent identically distributed sequence of random variables with
zero expectation and non-zero finite variance, and (t,),en a sequence in R. Show that (i) if
S ot2 < oo, then Y07 (¢, X, is defined in R a.e. (ii) if > 07 (2 = oo then > - t, X, is
undefined a.e.

() Suppose that (X,,)nen is a uniformly bounded martingale difference sequence and {(a, ), en €
£2. Show that lim,,_, oo H?=0(1+aiX¢) is defined and finite almost everywhere. (Hint: {(a, X )nen
is summable and square-summable a.e.)

(h) In 276B, show that E((>_,2 ) Xn)?) < Y oor o E(X2).

p 403 118 (part (b) of the proof of 281B): for ‘Then there are f1, g1 € A’ read ‘Then there are f1, g; € A’.
(J.Grahl)

p 403 1 4 (part (b) of the proof of 281G): for ‘n = min(3, 6;4]\14)’ read ‘n = min(3, M, Le)’.

p 404 1 38 (remark following the statement of 281N): for ‘the condition ‘ny, ... ,n, are linearly indepen-

dent over Q’ read ‘the condition ‘1,7y,... ,n, are linearly independent over Q’.
p 405 1 6 (part (a) of the proof of 281N, definition of L(f)): for ‘lim, . n%_l S o f(<my>) read
. 1 n )

p 407 1 11 (part (f) of the proof of 281N): for ‘0 < e < %’ read ‘0 < e < %’
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p 408 1 8 (281X) Add new exercise:

(h) Let n1,...,n, be real numbers such that 1,7,...,n, are linearly independent over Q.
Suppose that 0 < o; < 5; <1 for each j < r. Show that for every e > 0 there is an ng € N such
that

r 1 .
[T (85 —aj) — H—H#({m ck<m<k+4+n, <mn;> € [oj, 5] for every j <r})| <e

whenever n > ng and k € N.

p 408 1 17 (Exercise 281Yc): for ‘the linear span of {fm; : i € I, f € C(X;)} read ‘the subalgebra of
C(X) generated by {fm; :i €I, f € C(X;)}. (T.D.A)

p 409 1 14 (281Y): Add new exercise:

(m) A sequence (t,)nen in [0, 1] is well-distributed if lim inf,, o inf;ey n%_l#({k; <k <
l+mn,t; € G}) > pG for every open set G C [0,1]. (i) Show that (t,)nen is well-distributed iff
lim,, o0 SUPjeyy | fol f— S £(ty)| = 0 for every continuous f : [0,1] — R. (ii) Show that
(<na>)Ynen is well-distributed for every irrational «.

p 409 1 15 (notes to §281): the further form of the Stone-Weierstrass theorem, formerly in §4A5, has
been moved to §4A6.

p 414 1 14 (remark following 282D): delete ‘dt’. (T.D.A)
p 423 1 14 (Theorem 2820): for ‘limicdom f,¢1x f(t)’ read ‘limicdom f,ep—= f(T)". (T.D.A))
p 424 19 (Corollary 282P): for ‘limycdom f,¢)x f(£)’ read ‘limicdom fep—x f(2). (T.D.A))
p 424 1 17 (proof of 282P): for * [ —mn’ read * [ ° (T.D.A))

p 42717 (282Y) Add new exercise:

(f) Let u : [-m, 7] — R be an absolutely continuous function such that u(7) = u(—=) and
J7_u=0. Show that ||u||2 < ||v/||2- (This is Wirtinger’s inequality.)

(g) (i) Show that .- [ 7— 1"

mdﬂ =1 for 0 < r < 1. (ii) For a real function f which is

integrable over |—m, 7], with real Fourier coefficients ag, by, set S, (x) = laOJrZZOZl r*(ay, cos kx+

bpsinkx) for x € |—m,n], r € [0,1]. Show that S, ( f Ar( = 1) f(t)dt for every © €

1—1r2
}_77,7'('], where Ar(t) = m

f(z) for every & € |—m, 7 which is in the Lebesgue set of f. (iv) Show that lim,1 [*_|S,—f] = 0.
(v) Show that if f is defined everywhere on |—m, 7], is continuous, and f(7) = hmu » f(z), then
1 1 SUD 1,19 ) — ()] = 0.

(A, is the Poisson kernel.) (iii) Show that lim,; S,(x) =

p 430 1 8 (part (e) of the statement of 283C): for ‘h A( ) :%

fley) read “hiy) = 1 F(L)"

p 434 1 10 (proof of 283G): for

A

Fw) = o= [ e f(@)de = S [~ e g(aydz = §(y)

read

A

1 ooy 1 ooy A
) == e f@)de = o= [ e ™ g(x)ds = §(y).
p 436 1 1 (proof of 283K): for ‘because f’ and f” are continuous’ read ‘because f’ and f” are integrable’.

p 439 1 18 (part (b) of the the proof of 283N): for ‘éﬁl/g(y)’ read %wl/a(y)’.
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p 440 1 18 The exercises in 283W have been rearranged: 283Wb-283Wc are now 283Wc-283Wd, 283Wd-
283Wg are now 283Wh-283Wk, 283Wh-283Wj are now 283We-283Wg, 283Wk is now 283WI, 283W1 is now
283Wh.

p 4421 26 (part (i) of Exercise 283Xm): for * [ fx(y)dy’ read Iy fa(y)dy .

p 443 112 Exercise 283Xq has been moved to 283Yb. 283Xr-283Xu are now 283Xq-283Xt, 283Yb-283Yd
are now 283Yc-283Ye.

p 444 1 5 (part (vi) of Exercise 283Yb, now 283Yc): for ‘2v/2mf(1)’ read 2v/27f(0)’.

p 444 1 11 (part (ix) of Exercise 283Yb, now 283Yc): for ‘hy(1) < €’ read ‘h2(0) < €.

p 447 1 21 (part (a) of the proof of 284G): for ‘f1 = fo = 0 a.e.” read ‘f; =a0. f2.’

p 448 1 34 (Remark 284Ic): delete superfluous ‘(x)’. (T.D.A))
p 451 1 11 (part (c-ii) of the proof of 284L): for

2/ ®( d(o 6 20(t
o [2ED -2 [ 20y

2 ,®(5) (o) 5 20(t)
O—\/;(é? *7 +f0 _t3 dt)

p 457 1 14 (284W) Add new exercise:
(j) Let T be an invertible real r x r matrix, regarded as a linear map from R” to itself. (i)
Show that f = |detT|(foT)"oT’ for every integrable complex-valued function on R”. (ii) Show

that hoT is a rapidly decreasing test function for every rapidly decreasing test function h. (iii)
Show that if f, g are a tempered functions and g represents the Fourier transform of f, then

read

\deltT\go(T/)_l represents the Fourier transform of foT'; so that if T is orthogonal, then goT

represents the Fourier transform of foT'.

p 457 1 24 (284X) Add new exercises:
(d) For a tempered function f and « € R, set

(Saf)(@) = flx+a), (Maf)(z)=e"f(zx), (Daf)(x)=f(oz)

whenever these are defined. (i) Show that S, f, M, f and (if o # 0) D, f are tempered functions.
(ii) Show that if ¢ is a tempered function which represents the Fourier transform of f, then

Mg represents the Fourier transform of S, f, S_,g represents the Fourier transform of M, f,
1

5 = ?] represents the Fourier transform of f, and if o # 0 then ol

D /g represents the Fourier

transform of D, f.
(r) Let (hy,)nen be a sequence of rapidly decreasing test functions such that ¢(f) = lim,,— ffooo hp %

f is defined for every rapidly decreasing test function f. Show that lim,_ ffooo hl x f,

lim,,—s 00 ffooo lAzn x f and lim,_, ffooo(hn x g) x f are defined for all rapidly decreasing test
functions f and g, and are zero if ¢ is identically zero.
Other exercises have been renamed: 284Xd-284Xp are now 284Xe-284Xq.

p 468 1 4 (Corollary 285Mb): for E(e!mXi+--+mXr) and E(efmY1+--+m1-Yr) read E(e!mXat--Fin-Xr) and
E(ein1Y1+---+ier).

p 468 1 27 (statement of Lemma 285P): to match the application in 285Q we should include the trivial
case M = 0 here.

p 469 1 8 (part (b) of the proof of 285P): for E(3_7_ cje™ ¥k ei™) read E(37_ cjeWikoeisiX).
p 469 1 22 (part (c¢) of the proof of 285P): for x]—oo0, —kd] read x]—o0, kd].
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p 1 Add new result:
285V Proposition Let v be a Radon probability measure on R” such that v * v = v. Then
v is the Dirac measure §y concentrated at 0.

p 472 1 38 (285X) Add new exercises:
(d) Let X be a real-valued random variable which is not essentially constant, and ¢ its
characteristic function. Show that |p(y)| < 1 for all but countably many y € R.
(g) Let v be a Radon probability measure on R” with bounded support. Show that its
characteristic function is smooth.
(h) Let X be a normal random variable with expectation a and variance 2. Show that
E(e*) = exp(a + 307).
Other exercises have been rearranged: 285Xd-285Xe are now 285Xe-285Xf, 285X {-285Xr are now 285Xi-
285Xu.

p 474 1 32 (Exercise 285Xr, now 285Xu): for ‘§446’ read ‘§445’.

p 474133 (part (iii) of Exercise 285Ya) for * [ ivz(x)y(d:c) = [h(y)v(y)dy read ‘ [ h(z)v(dz) = [ ivz(y)ﬁ(y)dy’.
p 475 1 18 (Exercise 285Yd): for ‘R’ read ‘R"".
p 476 1 3 (Exercise 285Yi): for ‘pX, (v, ') read ‘o, (v, 1) .

p 476 1 30 (285Y) Add new exercises:

(J) Let (92, %, u) be a probability space. Suppose that (X,,)nen is a sequence of real-valued ran-
dom variables on €2, and X another real-valued random variable on ; let px, , ¢x be the corre-
sponding characteristic functions. Show that the following are equiveridical: (i) lim,—, . E(f(X,)) =
E(f(X)) for every bounded continuous function f : R — R; (ii) lim,—e ¢x, (y) = ¢x(y) for
every y € R. In this case we say that (X, ),ecn converges in distribution to X.

(k) Let (2,%, 1) be a probability space, and P the set of Radon probability measures on R.
(i) Show that we have a function ¥ : L°(u) — P defined by saying that 1)(X*) is the distribution
of X whenever X is a real-valued random variable on €. (ii) Show that 1 is continuous for the
topology of convergence in measure on L°(u1) and the vague topology on P.

(r) Let v be a probability measure on R. Show that |¢, (y) — ¢, (¥')]? < 2(1 — Rep,(y — "))
for any y, v’ € R.

(s) Let (vn)nen be a sequence of probability measureson R. Set E = {y : y € R, lim,, 00 ©u, (y) =
1}. (i) Show that F—E and E+F are included in E. (ii) Show that if F' is not Lebesgue negligible
it is the whole of R.

(t) Let (X,,)nen be an independent sequence of real-valued random variables and set S,, =
Z?:o X, for each n € N. Suppose that the sequence (vg, )nen of distributions is convergent for
the vague topology to a distribution. Show that (S, ),cn converges in measure, therefore a.e.

Other exercises have been rearranged: 285Ye-285Yg are now 285Yf-285Yh, 285Yh is now 285Ye, 285Yj-
285Y0 are now 285Y1-285Yq.

P 47915 (parl (C) of the pI‘OOf of 286A) for
p ! Gud =D P f—- R d

read

o Gy < [ ([0 ) o

p 483 1 22 (part (e) of the proof of 286G, now part (g)): the case in which o # 7 but I, = I, is not
treated; but in this case J, N J; = 0 so (¢ |¢p-) = 0.

p 484 1 21 Lemmas 2861 and 286J have been exchanged.

p 492 1 22 (part (h-ii) of the proof of 286L): for ‘¢, (y) # 0’ read ‘g?ﬁg(y) # (’; and similarly two lines
later in part (h-iii).
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p 493 1 31 (part (i) of the proof of 286L): for ‘|z — 2'| < 27+t < 27m+D pead ‘|z — 2| < 270 <277,
p 496 1 29 (part (b) of the proof of 2860): A.Derighetti has pointed out that the inequality
deQ’fFﬁg—l[J;](f‘¢d)¢d‘ § CQ“f”Q\/ /U'F
of 286N has been miscopied as
Yoce Jrng-11y (160000 ] < Collfl2ViF.

I do not know whether Lemma 2860, as stated, is true; to correct the error I have re-defined the operator
A, so that 2860-286P now read

2860 Lemma (a) For z € R, define 6, : R — [0, 1] by setting
0:(y) = (27" (y — ))?
whenever there is a dyadic interval J € T of length 2* such that z belongs to the right-hand half
of J and y belongs to the left-hand half of J and g is the lower quartile of J, and zero if there is
no such J. Then (y, z) — 6.(y) is Borel measurable, 0 < 0.(y) < 1lforally, z € R, and 0,(y) =0
ify > z.

(b) For k € Z, set Q, = {0 :0 € Q, k, = k}. Let [Q]<“ be the set of finite subsets of Q,
[Z]<* the set of finite subsets of Z and L the set of subsets L of Q such that L N Qy is finite for
every k. If K € [Z]<¥ and L € L, set

Prr ={P:Pe|Q]**, PNQkr 2 LN Q) whenever k € Z
and either k € K or PN Qy, # 0};
set

F=A{P:P C[Q]¥ and there are K € [Z]<*, L € L such that P D Pkp}.
Then F is a filter on [Q]<* and

27 [(h % 6.)" =limp 7> cpcsr [n(Bld)@0

for every z € R and rapidly decreasing test function h and measurable set F© C R of finite
measure.

286P Lemma Suppose that h is a rapidly decreasing test function. For x € R, set
Ah(z) = sup, g |27 (h x 0.)" ().

Then Ah : R — [0, 00] is Borel measurable, and [}, Ah < 4Cy||h||2/puF whenever pF < co.
There are consequent small changes in the proof of 286S, and Lemma 286T now reads
286T Lemma Set Cy = 3Co /76, (0). For f € L2, define Af : R — [0, 00] by setting

A 1 b —ix
(AF)(w) = oy = [ e )
for each y € R. Then [, Af < Cio||fll2v/pF whenever uF < oo.

p 500 1 19 (part (b-ii) of the proof of 286R): for ‘0.4s(y)’ read ‘0., 5(y) .

p 500 1 23 (part (c) of the proof of 286R): for ‘(a, 3) — glzaﬂ(y) is Borel measurable’ read ‘(a,y)
op(y) is Borel measurable’.

p 502 1 17 (part (h) of the proof of 286R): for ‘g(a, 1,0)’ read ‘g(c,0,1)’, and again three lines later.

va?
da?+t2

p 503 19 (part (a) of the proof of 286S): for ‘g(t) < 4v/(4 +t2) for every t’ read ‘g(t) <
t.

for every

p 513 1 25 (2A1Hc): for ‘A — (go(A), g1(A)) is a bijection’ read ‘A — (go(A), g1(A)) is a surjection’.
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p 515 1 34 (proof of 2A10): for (ENA)U (FNA) read (EUA)N(FUA).

p 517 1 42 (2A2C) Add new part:
(c)Ifr,s>1,DCR"and ¢ : D — R*® is a function, we say that ¢ is uniformly continuous
if for every € > 0 there is a § > 0 such that ||¢(y) — ¢(z)|| < € whenever z, y € D and ||y — x| < 9.
A uniformly continuous function is continuous.

p 524 16 (part (ii) of the proof of 2A3J): After ‘Now suppose that G € Tp’ add ‘Then there is an H € T
such that G = HN D’.

p 526 1 30 In part (b) of 2A3S, interpolate the following:
If Z is another set, G is a filter on Z, and ¢ : Z — X is such that F = ¢[[G]], then the
composition ¢ is defined on 1 ~[D] € G, and if one of the limits lim,_,  ¢(x), lim,_,g ¢p1(2) is
defined in Y so is the other, and they are then equal.

p 527 1 1 In part (e-i) of 2A3S, we need to suppose that (Y, &) is Hausdorff.
p 530 1 8 (proof of 2A4E: for ‘(vi)nen’ read ‘(vg)ken’-

p 532 1 9 Add new definition:
*2A4K Definition A normed space U is uniformly convex if for every ¢ > 0 there is a
0 > 0 such that |ju + v|| < 2 — § whenever u, v € U, |lu|]| = ||v|| =1 and ||u —v|| > €.

p 533 1 23 (2A5B) Add definition:
Functionals satisfying the conditions (i)-(iii) of this proposition are called F-seminorms.

p 534 1 4 (2A5E) Add new part:
(c) I note for future reference that in a linear topological space, the closure of any linear
subspace is a linear subspace.

Back cover: for ‘Simén’ read ‘Simon’.
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