Version of 3.8.15
Appendix to Volume 2
Useful Facts

In the course of writing this volume, I have found that a considerable number of concepts and facts from
various branches of mathematics are necessary to us. Nearly all of them are embedded in important and
well-established theories for which many excellent textbooks are available and which I very much hope that
you will one day study in depth. Nevertheless, I am reluctant to send you off immediately to courses in
general topology, functional analysis and set theory, as if these were essential prerequisites for our work
here, along with real analysis and basic linear algebra. For this reason I have written this Appendix, setting
out those results which we actually need at some point in this volume. The great majority of them really
are elementary — indeed, some are so elementary that they are not always spelt out in detail in orthodox
treatments of their subjects.

While I do not put this book forward as the proper place to learn any of these topics, I have tried to set
them out in a way that you will find easy to integrate into regular approaches. I do not expect anybody
to read systematically through this work, and I hope that the references given in the main chapters of this
volume will be adequate to guide you to the particular items you need.

Version of 20.1.13
2A1 Set theory

Especially for the examples in Chapter 21, we need some non-trivial set theory, which is best approached
through the standard theory of cardinals and ordinals; and elsewhere in this volume I make use of Zorn’s
Lemma. Here I give a very brief outline of the results involved, largely omitting proofs. Most of this material
should be in any sound introduction to set theory. The references I give are to books which happen to have
come my way and which I can recommend as reasonably suitable for beginners.

I do not discuss axiom systems or logical foundations. The set theory I employ is ‘naive’ in the sense
that I rely on my understanding of the collective experience of the last hundred years, rather than on any
attempt at formal description, to distinguish legitimate from unsafe arguments. There are, however, points
in Volume 5 at which such a relaxed philosophy becomes inappropriate, and I therefore use arguments which
can, I believe, be translated into standard Zermelo-Fraenkel set theory without new ideas being invoked.

Although in this volume I use the axiom of choice without scruple whenever appropriate, I will divide this
section into two parts, starting with ideas and results not dependent on the axiom of choice (2A1A-2A11)
and continuing with the remainder (2A1J-2A1P). I believe that even at this level it helps us to understand
the nature of the arguments better if we maintain a degree of separation.

2A1A Ordered sets (a) Recall that a partially ordered set is a set P together with a relation < on
P such that
ifp<qand g <7 thenp<r,
p < p for every p € P,
if p<gandqg<pthenp=gq.
In this context, I will write p > g to mean ¢ < p, and p < g or ¢ > p to mean ‘p < gand p # ¢’. <is a
partial order on P.

(b) Let (P, <) be a partially ordered set, and A C P. A maximal element of A is a p € A such that
p £ a for any a € A. Note that A may have more than one maximal element. An upper bound for A is
a p € P such that a < p for every a € A; a supremum or least upper bound is an upper bound p such
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2 Appendix 2A1A

that p < ¢ for every upper bound ¢ of A. There can be at most one such, because if p, p’ are both least
upper bounds then p < p’ and p’ < p. Accordingly we may safely write p = sup A if p is the least upper
bound of A.

Similarly, a minimal element of A is a p € A such that p # a for every a € A; a lower bound of A is a
p € P such that p < a for every a € A; and inf A = p means that

forevery g€ P,p>q < a>qVac€A.

A subset A of P is order-bounded if it has both an upper bound and a lower bound.

A subset A of P is upwards-directed if for any p, p’ € A thereis a ¢ € A such that p < g and p’ < ¢; that
is, if any non-empty finite subset of A has an upper bound in A. Similarly, A C P is downwards-directed
if for any p, p’ € A there is a ¢ € A such that ¢ < p and ¢ < p/; that is, if any non-empty finite subset of A
has a lower bound in A.

It is sometimes convenient to adapt the notation for closed intervals to arbitrary partially ordered sets:

[p,q] will be {r:p <r <gq}.

(c) A totally ordered set is a partially ordered set (P, <) such that
for any p, ¢ € P, either p < q or ¢ < p.
< is then a total or linear order on P.
In any totally ordered set we have a median function: for p, ¢, r € P set

med(p, ¢, ) = max(min(p, ¢), min(p, r), min(g, 7))

= min(max(p, ¢), max(p, r), max(q,r)),

so that med(p,q,r) =qifp<qg<r.

(d) A lattice is a partially ordered set (P, <) such that
for any p, g € P, pV g = sup{p, ¢} and p A ¢ = inf{p, ¢} are defined in P.

(e) A well-ordered set is a totally ordered set (P, <) such that inf A exists and belongs to A for every
non-empty set A C P; that is, every non-empty subset of P has a least element. In this case < is a
well-ordering of P.

2A1B Transfinite Recursion: Theorem Let (P, <) be a well-ordered set and X any class. For
p € P write L, for the set {¢: ¢ € P, ¢ < p} and X» for the class of all functions from L, to X. Let
F:Uyep XL» — X be any function. Then there is a unique function f : P — X such that f(p) = F(f[|L,)
for every p € P.

proof There are versions of this result in ENDERTON 77 (p. 175) and HALMOS 60 (§18). Nevertheless I
write out a proof, since it seems to me that most elementary books on set theory do not give it its proper
place at the very beginning of the theory of well-ordered sets.

(a) Let @ be the class of all functions ¢ such that
(o) dom ¢ is a subset of P, and L, C dom ¢ for every p € dom ¢;
(B) ¢(p) € X for every p € dom ¢, and ¢(p) = F(¢[L,) for every p € dom ¢.

(b) If ¢, 1p € @ then ¢ and ¢ agree on dom ¢pNdom . P? If not, then A = {q : ¢ € dom ¢pNdomp, ¢(q) #
1¥(¢)} is non-empty. Because P is well-ordered, A has a least element p say. Now L, C dom ¢ N domt and
L,NnA=10,so

which is impossible. XQ

(c) It follows that ® is a set, since the function ¢ — dom ¢ is an injective function from ® to PP, and its
inverse is a surjection from a subset of PP onto ®. We can therefore, without inhibitions, define a function
f by writing

dom f = Jyecqpdome,  f(p) = ¢(p) whenever ¢ € @ and p € dom ¢.
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2A1Dg Set theory 3

(If you think that a function ¢ is just the set of ordered pairs {(p, #(p)) : p € dom ¢}, then f becomes | ®.)
Then f € &. P Of course f is a function from a subset of P to X. If p € dom f, then there is a ¢ € ® such
that p € dom ¢, in which case

Ly, Sdom¢ Cdomf, f(p)=¢(p) =F(¢ILy) =F(fIL,) Q

(d) f is defined everywhere in P. P*? Otherwise, P\ dom f is non-empty and has a least element r say.
Now L, C dom f. Define a function ¢ by saying that dom« = {r} Udom f, ¢(p) = f(p) for p € dom f and
Y(r) = F(f[L;). Then ¢ € ®, because if p € dom 1)

either p € dom f so L, C dom f C dom and

¥(p) = f(p) = F(fILp) = F(YILyp)
orp=rsoL,=L, Cdomf C domy and
¥(p) = F(fIL:) = F($ILy).
Accordingly ¥ € ® and r € domvy C dom f. XQ

(e) Thus f: P — X is a function such that f(p) = F(f[L,) for every p. To see that f is unique, observe
that any function of this type must belong to ®, so must agree with f on their common domain, which is
the whole of P.

Remark If you have been taught to distinguish between the words ‘set’ and ‘class’, you will observe that
my naive set theory is a relatively tolerant one in that it is willing to allow class variables in its theorems.

2A1C Ordinals An ordinal (sometimes called a ‘von Neumann ordinal’) is a set & such that
if n € € then n is a set and n & 7,
ifne e thennek,
writing ‘n < ¢’ to mean ‘n €  or n = ¢, (&, <) is well-ordered
(ENDERTON 77, p. 191; HALMOS 60, §19; HENLE 86, p. 27; KRIVINE 71, p. 24; RoiTMAN 90, 3.2.8. Of
course many set theories do not allow sets to belong to themselves, and/or take it for granted that every
object of discussion is a set, but I prefer not to take a view on such points in general.)

2A1D Basic facts about ordinals (a) If £ is an ordinal, then every member of ¢ is an ordinal.
(ENDERTON 77, p. 192; HENLE 86, 6.4; KRIVINE 71, p. 14; RorTmMAN 90, 3.2.10.)

(b) If &, n are ordinals then either £ € n or £ = n or n € £ (and no two of these can occur together).
(ENDERTON 77, p. 192; HENLE 86, 6.4; KRIVINE 71, p. 14; LipscHUTZ 64, 11.12; RoiTmMAN 90, 3.2.13.)
It is customary, in this case, to write n < £ if n € £ and n < £ if either n € £ or n = £. Note that n < £ iff
ncé.

(c) If A is any non-empty class of ordinals, then there is an a € A such that o < ¢ for every & € A.
(HENLE 86, 6.7; KRIVINE 71, p. 15.)

(d) If € is an ordinal, so is EU{¢}; call it ‘€ +17. If £ < iy then £+ 1 < n; £+ 1 is the least ordinal greater
than £. (ENDERTON 77, p. 193; HENLE 86, 6.3; KRIVINE 71, p. 15.) For any ordinal ¢, either there is a
greatest ordinal n < &, in which case £ = n+ 1 and we call £ a successor ordinal, or £ = |J¢, in which
case we call £ a limit ordinal.

(e) The first few ordinals are 0 =0, 1 =04+1={0} ={0},2=1+1={0,1} = {0,{0}},3=2+1=
{0,1,2}, .... The first infinite ordinal is w = {0, 1,2, ...}, which may be identified with N.

(f) The union of any set of ordinals is an ordinal. (ENDERTON 77, p. 193; HENLE 86, 6.8; KRIVINE 71,
p. 15; RoITMAN 90, 3.2.19.)

(g) If (P, <) is any well-ordered set, there is a unique ordinal £ such that P is order-isomorphic to £, and
the order-isomorphism is unique. (ENDERTON 77, pp. 187-189; HENLE 86, 6.13; HALMOS 60, §20.)
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4 Appendix 2A1E

2A1E Initial ordinals An initial ordinal is an ordinal x such that there is no bijection between x and
any member of k. (ENDERTON 77, p. 197; HALMOS 60, §25; HENLE 86, p. 34; KRIVINE 71, p. 24; ROITMAN
90, 5.1.10, p. 79).

2A1F Basic facts about initial ordinals (a) All finite ordinals, and the first infinite ordinal w, are
initial ordinals.

(b) For every well-ordered set P there is a unique initial ordinal x such that there is a bijection between
P and k.

(c) For every ordinal & there is a least initial ordinal greater than . (ENDERTON 77, p. 195; HENLE 86,
7.2.1.) If k is an initial ordinal, write ™ for the least initial ordinal greater than k. We write w; for w™, wo
for w1+7 and so on.

(d) For any initial ordinal £ > w there is a bijection between & x x and ; consequently there are bijections
between x and " for every r > 1.

2A1G Schriéder-Bernstein theorem I remind you of the following fundamental result: if X and Y
are sets and there are injections f: X — Y, g: Y — X then there is a bijection & : X — Y. (ENDERTON
77, p. 147, HALMOS 60, §22; HENLE 86, 7.4; LIPSCHUTZ 64, p. 145; ROITMAN 90, 5.1.2. Tt is also a special
case of 344D in Volume 3.)

2A1H Countable subsets of PN The following results will be needed below.
(a) There is a bijection between PN and R. (ENDERTON 77, p. 149; LIPSCHUTZ 64, p. 146.)

(b) Suppose that X is any set such that there is an injection from X into PN. Let C be the set of
countable subsets of X. Then there is a surjection from PN onto C. P* Let f : X — PN be an injection.
Set fi(z) ={0}U{i+1:i¢€ f(x)}; then f; : X — PN is injective and fi(z) # 0 for every z € X. Define
g : PN — PX by setting

g(A)={z:3IneN, fi(z)={i: 2"(20+1) € A}}
for each A C N. Then g(A) is countable, since we have an injection
z—min{n: fi(z) ={i:2"(2i +1) € A}}
from g(A) to N. Thus g is a function from PN to C. To see that g is surjective, observe that ) = g(0), while
if C C X is countable and not empty there is a surjection h : N — C; now set
A={2"2i+1):neN, ic fi(h(n)},
and see that g(A) =C. Q

(c) Again suppose that X is a set such that there is an injection from X to PN, and write H for the
set of functions h such that domh is a countable subset of X and h takes values in {0,1}. Then there is
a surjection from PN onto H. I Let C be the set of countable subsets of X and let g : PN — C be a
surjection, as in (a). For A C N set

go(A) =g({i:2i € A}), g1(A) =g({i:2i+1€ A}),

so that go(A), g1(A) are countable subsets of X, and A — (go(A), g1(A4)) is a surjection from PN onto C x C.
Let h4 be the function with domain go(A) U g1(A) such that ha(z) =1if z € g1(A4), 0if 2 € go(A) \ g1(A).
Then A+ hy is a surjection from PN onto H. Q

2A11I Filters I pause for a moment to discuss a construction which is of great value in investigating
topological spaces, but has other uses, and in its nature belongs to elementary set theory (much more
elementary, indeed, than the work above).
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2A1Lb Set theory 5

(a) Let X be a non-empty set. A filter on X is a family F of subsets of X such that
XeF, 0¢F,
ENF € F whenever E, F € F,
FE € F whenever X D ED F € F.
The second condition implies (inducing on n) that Fy N...N F,, € F whenever Fy,... ,F, € F.

(b) Let X, Y be non-empty sets, F a filter on X and f: D — Y a function, where D € F. Then
{E:ECY, f'[E] e F}

is a filter on Y (because f~'Y] =D, f~0] =0, fHENF] = f~HEI N f7HF], X D f~HE] D f1F]
whenever Y O E D F); I will call it f[[F]], the image filter of F under f.

Remark Of course there is a hidden variable in this notation. Ordinarily in this book I regard a function
f as being defined by its domain dom f and its values on its domain; that is, it is determined by its graph
{(z, f(z)) : « € dom f}, and indeed I normally do not distinguish between a function and its graph. This
means that when I write ‘f : D — Y is a function’ then the class D = dom f can be recovered from the
function, but the class Y cannot; all T promise is that Y includes the class f[D] of values of f. Now in
the notation f[[F]] above we do actually need to know which set Y it is to be a filter on, even though this
cannot be discovered from knowledge of f and F. So you will always have to infer it from the context.

2A1J The Axiom of Choice I come now to the second half of this section, in which I discuss concepts
and theorems dependent on the Axiom of Choice. Let me remind you of the statement of this axiom:
(AC) ‘whenever I is a set and (X;);c is a family of non-empty sets indexed by I, there is a function
f, with domain I, such that f(i) € X; for every i € I'.
The function f is a choice function; it picks out one member of each of the given family of non-empty sets
X;.

I believe that one’s attitude to this principle is a matter for individual choice. It is an indispensable
foundation for very large parts of twentieth-century pure mathematics, including a substantial fraction of
the present volume; but there are also significant areas in which principles actually contradictory to it can
be employed to striking effect, leading — in my view — to equally valid mathematics. (I will describe one of
these in §567 of Volume 5.) At present it is the case that more current mathematical activity, by volume,
depends on asserting the axiom of choice than on all its rivals put together; but it is a matter of judgement
and taste where the most important, or exciting, ideas are to be found. For the present volume I follow
standard practice in twentieth-century abstract analysis, using the axiom of choice whenever necessary.

2A1K Zermelo’s Well-Ordering Theorem (a) The Axiom of Choice is equiveridical with each of the
statements

‘for every set X there is a well-ordering of X,

‘for every set X there is a bijection between X and some ordinal’,

‘for every set X there is a unique initial ordinal x such that there is a bijection between X
and k.’

(ENDERTON 77, p. 196 et seq.; HALMOS 60, §17; HENLE 86, 9.1-9.3; KRIVINE 71, p. 20; LIPSCHUTZ 64,
12.1; RorTMAN 90, 3.6.38.)

(b) When assuming the axiom of choice, as I do nearly everywhere in this treatise, I write #(X) for that
initial ordinal x such that there is a bijection between x and X; I call this the cardinal of X.

2A1L Fundamental consequences of the Axiom of Choice (a) For any two sets X and Y, there
is a bijection between X and Y iff #(X) = #(Y). More generally, there is an injection from X to Y iff
#(X) < #(Y), and a surjection from X onto Y iff either #(X) > #(Y) > 0 or #(X) = #(Y) = 0.

(b) In particular, #(PN) = #(R); write ¢ for this common value, the cardinal of the continuum.
Cantor’s theorem that PN and R are uncountable becomes the result w < ¢, that is, w; < c.

D.H.FREMLIN



6 Appendix 2A1Lc

(c) If X is any infinite set, and 7 > 1, then there is a bijection between X" and X. (ENDERTON 77, p.
162; HALMOS 60, §24.) (I note that we need some form of the axiom of choice to prove the result in this
generality. But of course for most of the infinite sets arising naturally in mathematics — sets like N and PR
— it is easy to prove the result without appeal to the axiom of choice.)

(d) Suppose that x is an infinite cardinal. If T is a set with cardinal at most x and (A4;);cs is a family
of sets with #(A;) < s for every i € I, then #(U,;c; 4i) < x. Consequently #(|JA) < x whenever A is a
family of sets such that #(A) < k and #(A) < k for every A € A. In particular, w; cannot be expressed as
a countable union of countable sets, and w, cannot be expressed as a countable union of sets with cardinal
at most wj.

(e) Now we can rephrase 2A1Hc as: if #(X) < ¢, then #(H) < ¢, where H is the set of functions from
a countable subset of X to {0,1}. P For we have an injection from X into PN, and therefore a surjection
from PN onto H. Q

(f) Any non-empty class of cardinals has a least member (by 2A1Dc).

2A1M Zorn’s Lemma In 2A1K I described the well-ordering principle. I come now to another propo-
sition which is equiveridical with the axiom of choice:
‘Let (P, <) be a non-empty partially ordered set such that every non-empty totally ordered
subset of P has an upper bound in P. Then P has a maximal element.’
This is Zorn’s Lemma. For the proof that the axiom of choice implies, and is implied by, Zorn’s Lemma,
see ENDERTON 77, p. 151; HALMOS 60, §16; HENLE 86, 9.1-9.3; RoiTMAN 90, 3.6.38.

2A1N Ultrafilters A filter 7 on a set X is an ultrafilter if for every A C X either A € For X\ A € F.

If F is an ultrafilter on X and f: D — Y is a function, where D € F, then f[[F]] is an ultrafilter on Y’
(because f1Y \ Al = D\ f~![A] for every ACY).

One type of ultrafilter can be described easily: if z is any point of a set X, then F = {F :z € FF C X}
is an ultrafilter on X. (You need only read the definitions. Ultrafilters of this type are called principal
ultrafilters.) But it is not obvious that there are any further ultrafilters, and indeed it is not possible to
prove that there are any, without using a strong form of the axiom of choice, as follows.

2A10 The Ultrafilter Theorem As an example of the use of Zorn’s lemma which will be of great
value in studying compact topological spaces (2A3N et seq., and §247), I give the following result.

Theorem Let X be any non-empty set, and F a filter on X. Then there is an ultrafilter H on X such that
FCH.

proof (Cf. HENLE 86, 9.4; ROITMAN 90, 3.6.37.) Let B be the set of all filters on X including F, and
order P by inclusion, so that, for Gi, Go € B, G1 < Go in P iff G; C Gs. It is easy to see that P is a partially
ordered set, and it is non-empty because F € B. If Q is any non-empty totally ordered subset of 3, then
Ha = URQ € P. P Of course Hq is a family of subsets of X. (i) Take any Gy € Q; then X € Gy C Hgq.
If G € Q, then G is a filter, so § ¢ G; accordingly ) ¢ Hq. (ii) If E, F € Hg, then there are G1, Go € Q
such that £ € Gy and F' € Go. Because 9 is totally ordered, either G; C Gy or Go C G;. In either case,
G=G1 UGy € Q. Now G is a filter containing both F and F, so it contains ENF, and ENF € Hq. (iii) If
XDEDF € Hqg, thereisa G € Q such that F' € G; and E € G C Hgy. This shows that Hg is a filter on
X. (iv) Finally, Hq 2 Go 2 F, so Hq € B. Q Now Hgq is evidently an upper bound for 9 in 9B.

We may therefore apply Zorn’s Lemma to find a maximal element H of 3. This H is surely a filter on X
including F.

Now let A C X be such that A ¢ H. Consider

Hi={E:ECX,EUA€H]}

This is a filter on X. P Of course it is a family of subsets of X. (i) XUA = X € H, so X € H;.
DUA=A¢Hsol¢H,. (ii) If E, F € H; then

(ENFY)UA=(FUA)N(FUA)eH,

MEASURE THEORY



2A1P Set theory 7

soENFeH;. li)UXDEDFeH, then FEUADFUA€eH, so EUAcH and E € H,. Q Also
Hi D H,so Hi €*B. But H is a maximal element of P8, so H; = H. Since (X\A)UA=X e H, X\A e H;
and X \ A € H.

As A is arbitrary, H is an ultrafilter, as required.

2A1P I come now to a result from infinitary combinatorics for which I give a detailed proof, not because
it cannot be found in many textbooks, but because it is usually given in enormously greater generality, to
the point indeed that it may be harder to understand why the stated theorem covers the present result than
to prove the latter from first principles.

Theorem (a) Let (K,)aca be a family of countable sets, with #(A) strictly greater than ¢, the cardinal of
the continuum. Then there are a set M, with cardinal at most ¢, and a set B C A, with cardinal strictly
greater than ¢, such that K, N K3 C M whenever «, § are distinct members of B.

(b) Let I be a set, and (f,)aca a family in {0,1}!, the set of functions from I to {0, 1}, with #(4) > «.
If (Kuo)aca is any family of countable subsets of I, then there is a set B C A, with cardinal greater than c,
such that f, and fg agree on K, N K3 for all o, 8 € B.

(c) In particular, under the conditions of (b), there are distinct o, 8 € A such that f, and fsz agree on
K, N KB‘

proof (a) Choose inductively a family (M¢)e<y,, of sets by the rule
if there is any set N such that
() N is disjoint from |J
choose such a set for M;;
otherwise set Mg = ().
When M has been chosen for every { < w1, set M = J;_,,, M. The rule ensures that (M¢)e<y, is disjoint
and that #(M¢) < ¢ for every { < wy, while wy <'¢, so #(M) < «c.

Let ‘B be the family of sets P C A such that K, N Kg C M for all distinct o, 8 € P. Order ‘B by
inclusion, so that it is a partially ordered set. If  C 9 is totally ordered, then |JQ € B. P If a, S are
distinct members of | J£, there are @1, Q2 € Q such that a € Q1, 5 € Q2; now P = @1 U Q3 is equal to
one of ()1, @2, and in either case belongs to ‘B and contains both o and 3, so K, N Kg C M. Q By Zorn’s
Lemma, B has a maximal element B, and we surely have K, N Kg C M for all distinct «, 8 € B.

? Suppose, if possible, that #(B) <¢. Set N = J,cp Ko \ M. Then N has cardinal at most ¢, being
included in a union of at most ¢ countable sets. For every v € A\ B, BU {7y} ¢ B, so there must be some
a € B such that K, N K, ¢ M; that is, K, "N # (. Thus {y: K, NN = 0} C B has cardinal at most
¢. But this means that in the rule for choosing M¢, there was always an N satisfying the condition (x),
and therefore M, also did. Thus C¢ = {a : Ko N Mg = 0} has cardinal at most ¢ for every { < w;i. So
C = Ue<,, C¢ also has. But the original hypothesis was that #(A) > ¢, so there is an a € A\ C. In this
case, Ko N M # () for every £ < wq. But this means that we have a surjection ¢ : Ko N M — w; given by
setting

y<e My, #(N) < cand #({a:a € A, K, NN =0}) <,

o(i) =¢if i€ KoN M.
Since #(K,) < w < wy, this is impossible. X
Accordingly #(B) > ¢ and we have found a suitable pair M, B.

(b) By (a), we can find a set M, with cardinal at most ¢, and a set By C A, with cardinal greater than c,
such that K,NKg C M for all distinct o, 8 € By. Let H be the set of functions from countable subsets of M
to {0,1}; then f, = fo[ (Ko N M) € H for each a € By. Now By = J,cy{a : a € By, f/, = h} has cardinal
greater than ¢, while #(H) < ¢ (2A1Le), so there must be some h € H such that B = {a: a € By, f., = h}
has cardinal greater than c.

If o, 8 are distinct members of B, then K, N Kz C M, because «, € By; but this means that

falKaNKg=hlK,NKg = fg[| Ko N Kg.
Thus B has the required property. (Of course f, and fz agree on K, N Kz if o = 5.)

(c) follows at once.

D.H.FREMLIN



8 Appendix 2A1P

Remark The result we need in this volume (in 216E) is part (c) above. There are other proofs of this,
perhaps a little simpler; but the stronger result in part (b) will be useful in Volume 3.

Version of 30.11.09

2A2 The topology of Euclidean space

In the appendix to Volume 1 (§1A2) I discussed open and closed sets in R"; the chief aim there was to
support the idea of ‘Borel set’, which is vital in the theory of Lebesgue measure, but of course they are
also fundamental to the study of continuous functions, and indeed to all aspects of real analysis. I give
here a very brief introduction to the further elementary facts about closed and compact sets and continuous
functions which we need for this volume. Much of this material can be derived from the generalizations in
§2A3, but nevertheless I sketch the proofs, since for the greater part of the volume (most of the exceptions
are in Chapter 24) Euclidean space is sufficient for our needs.

2A2A Closures: Definition For any r» > 1 and any A C R", the closure of A, A, is the intersection of
all the closed subsets of R” including A. This is itself closed (being the intersection of a non-empty family
of closed sets, see 1A2Fd), so is the smallest closed set including A. In particular, A is closed iff A = A.

2A2B Lemma Let A C R" be any set. Then for € R" the following are equiveridical:

(i) x € A, the closure of A;

(ii) B(z,d) N A # () for every § > 0, where B(z,0) = {y: |ly — =] < d};

(iii) there is a sequence (zp)nen in A such that lim, . ||z, — z|| = 0.
proof (a)(i)=(ii) Suppose that x € A and § > 0. Then U(z,6) = {y : ||y — || < d} is an open set (1A2D),
so FF'=R"\ U(z,9) is closed, while x ¢ F. Now

r€EA\F=ACF = A¢F = ANU(z,0) #0) = AN B(z,0) # 0.
As ¢ is arbitrary, (ii) is true.
(b)(ii)=-(iii) If (ii) is true, then for each n € N we can find an z,, € A such that ||z, —z| < 27", and
now lim,_, ||z, — x| = 0.
(c)(iii)=(i) Assume (iii). ? Suppose, if possible, that 2 ¢ A. Then z belongs to the open set R" \ A
and there is a § > 0 such that U(z,d) € R”\ A. But now there is an n such that ||x,, — z|| < J, in which
case 7, € U(z,0)NACU(z,0)NA. X

2A2C Continuous functions (a) I begin with a characterization of continuous functions in terms of
open sets. If r, s > 1, D C R" and ¢ : D — R? is a function, we say that ¢ is continuous if for every
2 € D and € > 0 there is a § > 0 such that ||¢(y) — ¢(z)|| < € whenever y € D and ||y — z|| < 6. Now ¢ is
continuous iff for every open set G C R® there is an open set H C R” such that ¢~'[G] = DN H.

P (i) Suppose that ¢ is continuous and that G C R® is open. Set

H=J{U :U CR" is open, ¢[U N D] C G}.

Then H is a union of open sets, therefore open (1A2Bd), and HND C ¢~ YG]. If z € $71[G], then ¢(x) € G,
so there is an € > 0 such that U(¢(z),e) C G; now there is a § > 0 such that ||¢(y) — ¢(z)|| < 1€ whenever
y € D and ||y — z|| <46, so that

¢lU(z,0) N D] CU(¢(x),¢) C G
and
xeU(x,0) CH.

As x is arbitrary, ¢~}[G] = H N D. As G is arbitrary, ¢ satisfies the condition.

(ii) Now suppose that ¢ satisfies the condition. Take € D and ¢ > 0. Then U(¢(x),€) is open, so
there is an open H C R” such that H N D = ¢~ 1[U(é(x),€)]; we see that x € H, so there is a § > 0 such
that U(z,8) C H; now if y € D and [ly — || < 36 then y € DN H, ¢(y) € U(d(z),€) and ||¢p(y) — ¢(z)| < e.
As x and € are arbitrary, ¢ is continuous. Q

(©) 2000 D. H. Fremlin
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2A2Ed The topology of Fuclidean space 9

(b) Using the e-d definition of continuity, it is easy to see that a function ¢ from a subset D of R” to R®
is continuous iff all its components ¢, are continuous, writing ¢(z) = (¢1(x),... ,¢s(z)) for x € D. P (i) If
¢ is continuous, 1 < s, x € D and € > 0, then there is a § > 0 such that

0i(y) — di(2)] < ll¢(y) — ¢(@)] <€

whenever y € D and ||y — x| < 4. (ii) If every ¢; is continuous, z € D and € > 0, then there are ¢; > 0
such that |¢;(y) — ¢i(x)| < €/+/s whenever y € D and ||y — z|| < §;; setting § = min;<;<, §; > 0, we have
lo(y) — ¢(x)|| < e whenever y € D and ||y — z|| < J. Q

(c) At one or two points, we shall encounter the following strengthening of the notion of ‘continuous
function’. If r;, s > 1, D CR"” and ¢ : D — R? is a function, we say that ¢ is uniformly continuous if for
every € > 0 there is a § > 0 such that ||¢(y) — ¢(z)|| < € whenever z, y € D and ||y — z| < . A uniformly
continuous function is of course continuous.

2A2D Compactness in R": Definition A subset F' of R" is called compact if whenever G is a family
of open sets covering F' then there is a finite subset Gy of G still covering F.

2A2E Elementary properties of compact sets Take any r > 1, and subsets D, F', G and K of R".

(a) If K is compact and F is closed, then K N F' is compact. I* Let G be an open cover of F'N K. Then
GU{R" \ F'} is an open cover of K, so has a finite subcover Gy say. Now Gy \ {R" \ F'} is a finite subset of
G covering K N F. As G is arbitrary, K N F' is compact. Q

(b) If s > 1, ¢ : D — R? is a continuous function, K is compact and K C D, then ¢[K] is compact. I
Let V be an open cover of ¢[K]. Let H be
{H:HCR"isopen,3 VeV, ¢ [V]=DnH}.

If € K, then ¢(z) € ¢[K] so there is a V € V such that ¢(x) € V; now there is an H € H such that
DN Hp V] contains z (2A2Ca); as x is arbitrary, K C | JH. Let Ho be a finite subset of H covering K.
For each H € Ho, let Vi € V be such that ¢~1[Vy] = DN H; then {Vy : H € Ho} is a finite subset of V
covering ¢[K|. As V is arbitrary, ¢[K] is compact. Q

(c) If K is compact, it is closed. I Write H = R" \ K. Take any € H. Then G,, = R" \ B(z,27") is
open for every n € N (1A2G). Also
UnenGn ={y:y €R", [ly —zf| > 0} =R"\ {z} 2 K.

So there is some finite set Gy C {G,, : n € N} which covers K. There must be an n such that Gy C {G; : i <
n}, so that

KCJG C Uign G; = Gp,
and B(z,2™™) C H. As « is arbitrary, H is open and K is closed. Q
(d) If K is compact and G is open and K C G, then there is a § > 0 such that K + B(0,0) CG. P If
K = (), this is trivial, as then
K+ B(0,1)={z+y:z€ K,ye€ B(0,1)} =0.
Otherwise, set
G={U(z,6) : 2 €R", § >0, U(x,25) C G}.

Then G is a family of open sets and |JG = G (because G is open), so G is an open cover of K and
has a finite subcover Gy. Express Gy as {U(zg,d0),... ,U(zn,d,)} where U(x;,26;) C G for each i. Set
d =min;<, §; > 0. If x € K and y € B(0,6), then there is an ¢ < n such that z € U(x;,d;); now

(@ +y) = zill < [lz — il + llyll < 0; +6 <24,
so x4y € U(x;,25;) C G. As z and y are arbitrary, K + B(0,§) C G. Q

D.H.FREMLIN



10 Appendix 2A2F

2A2F The value of the concept of ‘compactness’ is greatly increased by the fact that there is an effective
characterization of the compact subsets of R”.

Theorem For any r > 1, a subset K of R" is compact iff it is closed and bounded.

proof (a) Suppose that K is compact. By 2A2FEc, it is closed. To see that it is bounded, consider
G ={U(0,n) : n € N}. G consists entirely of open sets, and (JG = R" O K, so there is a finite Go C G
covering K. There must be an n such that Gy C {G; : i < n}, so that

K c UgO - Uign U(07i> = U<O’n)7
and K is bounded.

(b) Thus we are left with the converse; I have to show that a closed bounded set is compact. The main
part of the argument is a proof by induction on r that the closed interval [—n, n] is compact for all n € N,
writing n = (n,... ,n) € R".

(i) fr=1and n € N and G is a family of open sets in R covering [—n, n], set
A ={x:x € [—n,n], there is a finite Gy C G such that [-n,z] C JGo}.

Then —n € A, because if —n € G € G then [—n, —n] C |J{G}, and A is bounded above by n, so ¢ = sup A
exists and belongs to [—n,n].

Next, ¢ € [-n,n] C |JG, so there is a G € G containing c. Let § > 0 be such that U(c,d) C G. There
is an z € A such that > ¢ — §. Let Gy be a finite subset of G covering [—n,z]. Then G; = Gy U {G} is a
finite subset of G covering [—n,c+ 36]. But c+ 16 ¢ Aso c+ 30 > n and G; is a finite subset of G covering
[-n,n]. As G is arbitrary, [—n,n] is compact and the induction starts.

(ii) For the inductive step to 7 + 1, regard the closed interval F' = [-n,n], taken in R"T! as the
product of the closed interval E = [—n,n], taken in R", with the closed interval [-n,n] C R; by the
inductive hypothesis, both E and [—n,n] are compact. Let G be a family of open subsets of R" ™! covering
F. Write H for the family of open subsets H of R” such that H x [—n,n] is covered by a finite subfamily
of G. Then E C|JH. P Take z € E. Set

U, ={U:UCRisopen,3 GG, open HCR", x € Hand HxU C G}.

Then U, is a family of open subsets of R. If £ € [—n,n], there is a G € G containing (x,&); there is a § > 0
such that U((x,&),d) C G; now U(z, %5) and U (¢, %6) are open sets in R”, R respectively and

Uz, 36) x U(€, 30) € U((2,€),0) € G,

so U(&,36) € Uy. As ¢ is arbitrary, U, is an open cover of [-n,n] in R. By (i), it has a finite subcover
Up,...,Uy say. For each j < k we can find H;, G; such that H; is an open subset of R" containing
zand H; xU; € G; € G. Now set H = ﬂj<k H;. This is an open subset of R" containing z, and
H x [-n,n] C J;<, Gj is covered by a finite subfamily of G. So x € H € H. As x is arbitrary, H covers E.
Q

(iii) Now the inductive hypothesis tells us that E is compact, so there is a finite subfamily Ho of H
covering E. For each H € Ho let Gy be a finite subfamily of G covering H x [-n,n]. Then (Jy 4y, Gu is a
finite subfamily of G covering E x [-n,n] = F. As G is arbitrary, F' is compact and the induction proceeds.

(iv) Thus the interval [—n, n] is compact in R" for every r, n. Now suppose that K is a closed bounded
set in R”. Then there is an n € N such that K C [—n,n], that is, K = K N[-n,n]. As K is closed and
[-n,n] is compact, K is compact, by 2A2Ea.

This completes the proof.

2A2G Corollary If ¢ : D — R is continuous, where D C R”, and K C D is a non-empty compact set,
then ¢ is bounded and attains its bounds on K.

proof By 2A2Eb, ¢[K] is compact; by 2A2F it is closed and bounded. To say that ¢[K] is bounded is
just to say that ¢ is bounded on K. Because ¢[K] is a non-empty bounded set, it has an infimum a and
a supremum b; now both belong to ¢[K]| (by the criterion 2A2B(ii), or otherwise); because ¢[K] is closed,
both belong to ¢[K], that is, ¢ attains its bounds.

MEASURE THEORY



2A3Bc General topology 11

2A2H Lim sup and lim inf revisited In §1A3 I briefly discussed limsup,, ., @n, liminf,,_ a, for
real sequences (@, )nen- In this volume we need the notion of lim sup;, f(4), liminfs o f(J) for real functions
f. Isay that limsupg o f(0) = u € [~o0, 00] if (i) for every v > u there is an 1 > 0 such that f(d) is defined
and less than or equal to v for every ¢ € |0,n] (ii) for every v < w and n > 0 there is a § € |0, 7] such that
f(0) is defined and greater than or equal to v. Similarly, liminfs o f(0) = u € [—00, 00] if (i) for every v < u
there is an n > 0 such that f(d) is defined and greater than or equal to v for every ¢ € ]0,n] (ii) for every
v > u and i > 0 there is an ¢ € |0, 5] such that f(J) is defined and less than or equal to v.

2A21 In the one-dimensional case, we have a particularly simple description of the open sets.

Proposition If G C R is any open set, it is expressible as the union of a countable disjoint family of open
intervals.

proof For z, y € G write  ~ y if either x < y and [z,y] C G or y < x and [y,2] C G. It is easy to
check that ~ is an equivalence relation on G. Let C be the set of equivalence classes under ~. Then C is a
partition of G. Now every C € C is an open interval. P Set a = inf C, b = sup C' (allowing a = —oo and/or
b= oo if C is unbounded). If a < 2 < b, there are y, z € C such that y < z < z, so that [y,z] C [y,2] C G

and y ~ z and x € C; thus Ja,b][ C C. If € C, there is an open interval I containing = and included in G;
since x ~ y for every y € I, I C C; so

a<infl <z <supl<b

and z € Ja,b[. Thus C = ]a, [ is an open interval. Q
To see that C is countable, observe that every member of C contains a member of QQ, so that we have a
surjective function from a subset of Q onto C, and C is countable (1A1E).

Version of 25.7.07

2A3 General topology

At various points — principally §§245-247, but also for certain ideas in Chapter 27 — we need to know
something about non-metrizable topologies. T must say that you should probably take the time to look at
some book on elementary functional analysis which has the phrases ‘weak compactness’ or ‘weakly compact’
in the index. But I can list here the concepts actually used in this volume, in a good deal less space than
any orthodox, complete treatment would employ.

2A3A Topologies First we need to know what a ‘topology’ is. If X is any set, a topology on X is a
family ¥ of subsets of X such that (i) 0, X € T (i) if G, H € T then GNH € T (iii)) f G C T then UG € T
(cf. 1A2B). The pair (X, %) is now a topological space. In this context, members of ¥ are called open
and their complements (in X) are called closed (cf. 1A2E-1A2F).

2A3B Continuous functions (a) If (X, %) and (Y, &) are topological spaces, a function ¢ : X — Y is
continuous if ¢~1[G] € T for every G € &. (By 2A2Ca above, this is consistent with the e-d definition of
continuity for functions from one Euclidean space to another. See also 2A3H below.)

(b) If (X,%), (Y,6) and (Z,4l) are topological spaces and ¢ : X — Y and ¢ : Y — Z are continuous,
then ¢ : X — Z is continuous. P If G € 4 then ¢ ~1[G] € & so (v¢) L [G] = ¢ Y L [G]] € T. Q

(c) If (X,%) is a topological space, a function f : X — R is continuous iff {z : @ < f(z) < b} is open
whenever ¢ < b in R. P (i) Every interval ]a,d[ is open in R, so if f is continuous its inverse image
{z :a < f(z) < b} must be open. (ii) Suppose that f~![]a,b[] is open whenever a < b, and let H C R be
any open set. By the definition of ‘open’ set in R (1A2A),

H=|J{ly-6y+0d:yeR 6>0,]y—dy+dC H},
SO

(© 1995 D. H. Fremlin
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12 Appendix 2A3Bc

A =U{f My =0 y+6[]:yeR,6>0,Jy—06,y+0[C H}

is a union of open sets in X, therefore open. Q

(d) If r > 1, (X,%) is a topological space, and ¢ : X — R” is a function, then ¢ is continuous iff
¢; + X — R is continuous for each i < r, where ¢(z) = (¢1(x),...,d.(x)) for each x € X. P (i) Suppose
that ¢ is continuous. For i <r, y = (n1,...,n,) € R", set m;(y) = ;. Then |m;(y) — m(2)| < ||y — 2|| for all
Yy, z € R" so m; : R"” — R is continuous. Consequently ¢; = ;¢ is continuous, by (b) above. (ii) Suppose
that every ¢; is continuous, and that H C R" is open. Set

G={G:GC X isopen, GC ¢ '[H]}.

Then Gy = |JG is open, and Gy C ¢~ [H]. But suppose that x( is any point of ¢~ *[H]. Then there is
a 6 > 0 such that U(¢(zo),d) C H, because H is open and contains ¢(zg). For 1 < i < r set V; = {x :
¢i(xo) — % < ¢i(z) < ¢i(zo) + %}; then V; is the inverse image of an open set under the continuous
map ¢;, so is open. Set G = (),.,. Vi. Then G is open (using (ii) of the definition 2A3A), zg € G, and
lo(z) — d(zo|| < 6 for every € G, s0 G C ¢~ '[H], G € G and ¢ € Go. This shows that ¢~ [H] = Gy is

open. As H is arbitrary, ¢ is continuous. Q

(e) If (X, %) is a topological space, f1,..., f. are continuous functions from X to R, and h: R” — R is
continuous, then h(fi,..., fr) : X — R is continuous. P Set ¢(z) = (f1(x),..., fr(z)) € R" for x € X. By
(d), ¢ is continuous, so by 2A3Bb h(f1,... , fr) = h¢ is continuous. Q In particular, f +¢g, f xgand f—g
are continuous for all continuous functions f, g : X — R.

(f) If (X, %) and (Y, &) are topological spaces and ¢ : X — Y is a continuous function, then ¢~1[F] is
closed in X for every closed set F C Y. (For X \ ¢ ![F] = ¢~ '[Y \ F] is open.)

2A3C Subspace topologies If (X, %) is a topological space and D C X, then ¥p ={GND : G € T}
is a topology on D. P (i) ) = 0N D and D = X N D belong to Tp. (ii) If G, H € Tp there are G',
H € Tsuch that G =G ND, H=HND;now GNH =G NH ND € %p. (iii) f G C Tp set
H={H:He% HNDeG};then YUG=(UH)NDeZp. Q

% p is called the subspace topology on D, or the topology on D induced by T. If (Y, &) is another
topological space, and ¢ : X — Y is (T, S)-continuous, then ¢|D : D — Y is (Tp, &)-continuous. (For if
H € & then

(61 D)~'H] =Dn¢ ' [H] € Tp.)

2A3D Closures and interiors (a) In the proof of 2A3Bd I have already used the following idea. Let
(X, %) be any topological space and A any subset of X. Write

int A=J{G:G€eT,GC A}

Then int A is an open set, being a union of open sets, and is of course included in A; it must be the largest
open set included in A, and is called the interior of A.

(b) Because a set is closed iff its complement is open, we have a complementary notion:

Z:H{F:F is closed, A C F'}
:X\U{X\F:Fis closed, A C F'}
:X\U{G:Gisopen, ANG =0}
=X\ J{G: Gisopen, GC X\ A} = X \ int(X \ A).
A is closed (being the complement of an open set) and is the smallest closed set including A4; it is called the

closure of A. (Compare 2A2A.) Because the union of two closed sets is closed (cf. 1A2Fc), AUB = AUB
for all A, B C X.

MEASURE THEORY
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(c) There are innumerable ways of looking at these concepts; a useful description of the closure of a set
is
r€A < z¢int(X\A)
<= there is no open set containing x and included in X \ A

<= every open set containing = meets A.

2A3E Hausdorff topologies (a) The concept of ‘topological space’ is so widely drawn, and so widely
applicable, that a vast number of different types of topological space have been studied. For this volume we
shall not need much of the (very extensive) vocabulary which has been developed to describe this variety.
But one useful word (and one of the most important concepts) is that of ‘Hausdorff space’; a topological
space X is Hausdorff if for all distinct z, y € X there are disjoint open sets G, H C X such that z € G
and y € H.

(b) In a Hausdorff space X, finite sets are closed. I If z € X, then for any x € X \ {z} there is an open
set containing x but not z, so X \ {z} is open and {z} is closed. So a finite set is a finite union of closed
sets and is therefore closed. Q

2A3F Pseudometrics Many important topologies (not all!) can be defined by families of pseudometrics;
it will be useful to have a certain amount of technical skill with these.
(a) Let X be a set. A pseudometric on X is a function p: X x X — [0, co[ such that
p(x,z) < p(z,y) + p(y,z) forall z, y, 2 € X
(the ‘triangle inequality’;)
p(z,y) = p(y,z) for all z, y € X;
p(xz,x) =0 for all z € X.
A metric is a pseudometric p satisfying the further condition
if p(z,y) = 0 then z = y.
(b) Examples (i) For z, y € R, set p(z,y) = |z — y|; then p is a metric on R (the ‘usual metric’ on R).
(ii) For z, y € R", where r > 1, set p(z,y) = ||z — y||, defining ||z|| = v/>_;_, ¢?, as usual. Then p is
a metric, the Euclidean metric on R”. (The triangle inequality for p comes from Cauchy’s inequality in
1A2C: if z, y, z € R", then
p(x,2) = |lz —zll = l(z —y) + (y = 2)| < llz =yl + Iy — 2l = p(z,9) + p(y, 2).
The other required properties of p are elementary. Compare 2A4Bb below.)
(iii) For an example of a pseudometric which is not a metric, take r > 2 and define p : R” x R" — [0, oo
by setting p(x,y) = |&1 — m1| whenever z = (&1,...,&), y = (n1,... ,nr) € R".

(c) Now let X be a set and P a non-empty family of pseudometrics on X. Let ¥ be the family of those
subsets G of X such that for every x € G there are pg,...,pn € P and § > 0 such that

U(z;po,- -, pn;d) ={y 1y € X, max;<n pi(y,z) <6} CG.
Then ¥ is a topology on X.

P (Compare 1A2B.) (i) f € T because the condition is vacuously satisfied. X € ¥ because U(z;p;1) C X
foranyz € X,peP. (i) f G, He T and x € GN H, take po,. .., Ppm, pPp,--- ,Pn € P, 0, 6’ > 0 such that
U(x;po,---pm3;0) € G, U300, .-+, pp;0") € G; then

U(Z; 005 -+ s Pms PGy - - - 5 Pl min(d,6’)) C G N H.
As x is arbitrary, GN H € . (ili) f G C ¥ and = € |JG, there is a G € G such that x € G; now there are
00,--- ,pn € P and § > 0 such that

U(x; po, - .- ,pn;0) € G CUG.
As z is arbitrary, | JG € . Q
¥ is the topology defined by P.
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14 Appendix 2A3Fd

(d) You may wish to have a convention to deal with the case in which P is the empty set; in this case
the topology on X defined by P is {0}, X }.

(e) In many important cases, P is upwards-directed in the sense that for any p;, p € P thereisa p € P
such that p;(z,y) < p(x,y) for all , y € X and both ¢. In this case, of course, any set U(z; po, ... , pn;0),
where po, ... ,pn € P, includes some set of the form U(z; p;d), where p € P. Consequently, for instance, a
set G C X is open iff for every z € G there are p € P, § > 0 such that U(z;p;9) C G.

(f) A topology T is metrizable if it is the topology defined by a family P consisting of a single metric.
Thus the Euclidean topology on R” is the metrizable topology defined by {p}, where p is the metric of
(b-ii) above.

2A3G Proposition Let X be a set with a topology defined by a non-empty set P of pseudometrics on
X. Then U(x; pg, ... ,pn;€) is open for all x € X, pg,...,pn € P and € > 0.

proof (Compare 1A2D.) Take y € U(x;po,--. ,pn;€). Set
N = max<p pi(y,z), d=€—n>0.
If z € U(y;pos .-, pn; ) then
pi(z,x) < piz,y) + pi(y,2) <5+n=¢
for each i < n, so U(Y; po,--- ,pn;0) CU(Z;po,- .- ,pn;€). Asy is arbitrary, U(z; po, ... , pn;€) is open.

2A3H Now we have a result corresponding to 2A2Ca, describing continuous functions between topolog-
ical spaces defined by families of pseudometrics.

Proposition Let X and Y be sets; let P be a non-empty family of pseudometrics on X, and © a non-empty
family of pseudometrics on Y; let ¥ and & be the corresponding topologies. Then a function ¢ : X — Y
is continuous iff whenever z € X, § € © and € > 0, there are pg,...,p, € P and § > 0 such that
0(¢(y), ¢(x)) < € whenever y € X and max;<p, pi(y,x) < 6.

proof (a) Suppose that ¢ is continuous; take x € X, 6 € © and € > 0. By 2A3G, U(¢p(x);6;¢) € S. So G =
¢~ U(¢p(x);0;¢€)] € T. Now x € G, so there are po, ... ,p, € P and § > 0 such that U(z; po, ... ,pn;d) C G.
In this case 6(d(y), d(z)) < e whenever y € X and max;<, p;(y,z) < 16. As x, 6 and € are arbitrary, ¢
satisfies the condition.

(b) Suppose ¢ satisfies the condition. Take H € & and consider G = ¢~1[H]. If z € G, then ¢(z) € H,
so there are 6g,...,0, € © and ¢ > 0 such that U(¢(x);0p,...,0,;¢) € H. For each i < n there are
Pi0s- -+ » Piom, € P and &; > 0 such that 0(é(y), #(z)) < Le whenever y € X and max; <, pi;(y, ) < &;. Set
0 = min;<, 9; > 0; then

U(x§POO7~ -+ 5 P0,mgs -+ 5 Pn0s - - - apn,mna(s) g G.
As x is arbitrary, G € . As H is arbitrary, ¢ is continuous.

2A3I Remarks (a) If P is upwards-directed, the condition simplifies to: for every z € X, § € © and
€ > 0, there are p € P and 6 > 0 such that 6(¢(y), ¢(z)) < e whenever y € X and p(y,z) < 4.

(b) Suppose we have a set X and two non-empty families P, © of pseudometrics on X, generating
topologies ¥ and & on X. Then & C ¥ iff the identity map ¢ from X to itself is a continuous function when
regarded as a map from (X, T) to (X, &), because this will mean that G = ¢~[G] belongs to T whenever
G € 6. Applying the proposition above to ¢, we see that this happens iff for every 6 € ©, z € X and € > 0
there are po, ... ,pn € P and § > 0 such that §(y, x) < e whenever y € X and max;<,, p;(y,z) < J. Similarly,
reversing the roles of P and ©, we get a criterion for when ¥ C &, and putting the two together we obtain
a criterion to determine when ¥ = G.

2A3J Subspaces: Proposition If X is a set, P a non-empty family of pseudometrics on X defining a
topology ¥ on X, and D C X, then
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(a) for every p € P, the restriction pP) of pto D x D is a pseudometric on D:;
(b) the topology defined by Pp = {p(D) : p € P} on D is precisely the subspace topology Tp described
in 2A3C.

proof (a) is just a matter of reading through the definition in 2A3Fa. For (b), we have to think for a
moment.

(i) Suppose that G belongs to the topology defined by Pp. Set
H={H:He% HNDCG},

H=UHe% G*=H*NDEeSZp;
then G* C G. On the other hand, if x € G, then there are pg,... ,p, € P and § > 0 such that
U(m;p((JD),... ,p%D);é) ={y:y € D, max;<, pED)(ch) <} CG.
Consider
H=U(z;p0,---,pn;0) ={y:y € X, max;<, pi(y,2) <} C X.
Evidently
HND= U(x;péD),... 7/)SID);(S) CG.
Also H € ¥. So H € H and
xreHNDCH*ND=G".
Thus G = G* € Tp.

(ii) Now suppose that G € Tp. Then there is an H € T such that G = HND. Consider the identity map
¢ : D — X, defined by saying that ¢(z) = x for every x € D. ¢ obviously satisfies the criterion of 2A3H, if
we endow D with Pp and X with P, because p(¢(z), ¢(y)) = pP)(x,y) whenever 2, y € D and p € P; so ¢
must be continuous for the associated topologies, and ¢~![H] must belong to the topology defined by Pp.
But ¢~[H] = G. Thus every set in Tp belongs to the topology defined by Pp, and the two topologies are
the same, as claimed.

2A3K Closures and interiors Let X be a set, P a non-empty family of pseudometrics on X and ¥ the
topology defined by P.

(a) For any A C X and z € X,

x € int A <= there is an open set included in A containing x

<= there are pg,...,pn € P, 6 > 0 such that U(x;po,...,pn;0) C A.

(b) Forany AC X and x € X, 2z € Aiff U(x;po, ... ,pn;0) N A# D for every po,...,p, € P and § > 0.
(Compare 2A2B(ii), 2A3Dc.)

2A3L Hausdorff topologies Recall that a topology ¥ is Hausdorff if any two points can be separated
by open sets (2A3E). Now a topology defined on a set X by a non-empty family P of pseudometrics is
Hausdorff iff for any two different points x, y of X there is a p € P such that p(z,y) > 0. P (i) Suppose
that the topology is Hausdorff and that x, y are distinct points in X. Then there is an open set G containing
2 but not containing y. Now there are po, ... , p, € P and § > 0 such that U(x; po), ... , pn;d) C G, in which
case p;(y,x) > 6 > 0 for some i < n. (ii) If P satisfies the condition, and x, y are distinct points of X, take
p € P such that p(z,y) > 0, and set § = 1p(z,y). Then U(x;p;d) and U(y; p; ) are disjoint (because if
z € X, then

p(z,2) + p(z,y) > p(x,y) = 29,

so at least one of p(z,z), p(z,y) is greater than or equal to §), and they are open sets containing z, y
respectively. As x and y are arbitrary, the topology is Hausdorff. Q
In particular, metrizable topologies are Hausdorff.
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2A3M Convergence of sequences (a) If (X, T) is any topological space, and (z,)nen is a sequence in
X, we say that (z,)nen converges to x € X, or that z is a limit of (z,)nen, or (x,)nen — z, if for every
open set G containing x there is an ng € N such that z,, € G for every n > ng.

(b) Warning In general topological spaces, it is possible for a sequence to have more than one limit, and
we cannot safely write x = lim,, o . But in Hausdorff spaces, this does not occur. P If ¥ is Hausdorff,
and z, y are distinct points of X, there are disjoint open sets G, H such that x € G and y € H. If now
(@n)nen converges to x, there is an ng such that z, € G for every n > nyg, so x,, ¢ H for every n > ng, and
(Tn)nen cannot converge to y. Q In particular, a sequence in a metrizable space can have at most one limit.

(c) Let X be a set, and P a non-empty family of pseudometrics on X, generating a topology ¥; let
(Tn)nen be a sequence in X and x € X. Then (z,)nen converges to x iff lim, o p(2,,z) = 0 for every
p € P. P (i) Suppose that (x,)neny — « and that p € P. Then for any € > 0 the set G = U(x; p; €) is an open
set containing x, so there is an ng such that x,, € G for every n > ng, that is, p(z,,x) < € for every n > ny.
As € is arbitrary, lim,, . p(2n,2) = 0. (ii) If the condition is satisfied, take any open set G containing X.
Then there are po, ..., pr € P and § > 0 such that U(z; po, ... ,px;9) C G. For each i < k thereisan n; € N
such that p;(x,,z) < 0 for every n > n;. Set n* = max(ng,...,nx); then z, € U(x;po,...,pr;0) C G for
every n > n*. As G is arbitrary, (z,)neny = 2. Q

(d) Let (X, p) be a metric space, A a subset of X and # € X. Then = € A iff there is a sequence in A
converging to z. (i) If z € A, then for every n € N we can choose a point z,, € ANU (x; p;27") (2A3Kb);
now (Zp)neny — . (ii) If (z,)nen is a sequence in A converging to z, then for every open set G containing
x there is an n such that z, € G, so that ANG # 0; by 2A3Dc, z € A. Q

2A3N Compactness The next concept we need is the idea of ‘compactness’ in general topological
spaces.

(a) If (X, T) is any topological space, a subset K of X is compact if whenever G is a family in ¥ covering
K, then there is a finite Gy C G covering K. (Cf. 2A2D. A warning: many authors reserve the term
‘compact’ for Hausdorff spaces.) A set A C X is relatively compact in X if there is a compact subset

of X including A. (Warning! in non-Hausdorff spaces, this is not the same thing as saying that A is
compact.)
(b) Just as in 2A2E-2A2G (and the proofs are the same in the general case), we have the following results.
(i) If K is compact and FE is closed, then K N E is compact.

(ii) If K C X is compact and ¢ : K — Y is continuous, where (Y, &) is another topological space, then
@[ K] is a compact subset of Y.

(iii) If K C X is compact and ¢ : K — R is continuous, then ¢ is bounded and attains its bounds.

2A30 Cluster points (a) If (X,%) is a topological space, and (x,)nen is a sequence in X, then a
cluster point of (z,),en is an & € X such that whenever G is an open set containing z and n € N then
there is a k > n such that z; € G.

(b) Now if (X, %) is a topological space and A C X is relatively compact, every sequence (x,)nen in A
has a cluster point in X. PP Let K be a compact subset of X including A. Set
G={G:Ge%, {n:x, € G} is finite}.
? If G covers K, then there is a finite Gy C G covering K. Now
N={n:z, € A} ={n:2, € UG} = Ugeg,{n: vn € G}

is a finite union of finite sets, which is absurd. X Thus G does not cover K. Take any x € K\|JG. f G € T
and z € G and n € N, then G ¢ G so {k : ¢, € G} is infinite and there is a k > n such that z), € G. Thus z
is a cluster point of (z,)nen, as required. Q
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2A3P Filters In R", and more generally in all metrizable spaces, topological ideas can be effectively
discussed in terms of convergent sequences. (To be sure, this occasionally necessitates the use of a weak form
of the axiom of choice, in order to choose a sequence; but as measure theory without such choices is changed
utterly — see Chapter 56 in Volume 5 — there is no point in fussing about them here.) For topological spaces
in general, however, sequences are quite inadequate, for very interesting reasons which I shall not enlarge
upon. Instead we need to use ‘nets’ or ‘filters’. The latter take a moment’s more effort at the beginning,
but are then (in my view) much easier to work with, so I describe this method now.

2A3Q Convergent filters (a) Let (X,%T) be a topological space, F a filter on X (see 2A1I) and = a
point of X. We say that F is convergent to x, or that x is a limit of F, and write F — =z, if every open
set containing x belongs to F.

(b) Let (X, %) and (Y, S) be topological spaces, ¢ : X — Y a continuous function, € X and F a filter
on X converging to z. Then ¢[[F]] (as defined in 2A1Ib) converges to ¢(x) (because ¢~1[G] is an open set
containing x whenever G is an open set containing ¢(x)).

2A3R Now we have the following characterization of compactness.

Theorem Let X be a topological space, and K a subset of X. Then K is compact iff every ultrafilter on
X containing K has a limit in K.

proof (a) Suppose that K is compact and that F is an ultrafilter on X containing K. Set
G={G:GC X isopen, X\G e F}.

Then the union of any two members of G belongs to G, so the union of any finite number of members of G

belongs to G; also no member of G can include K, because X \ K ¢ F. Because K is compact, it follows

that G cannot cover K. Let x be any point of K \ |JG. If G is any open set containing x, then G ¢ G so

X\ G ¢ F; but this means that G must belong to F, because F is an ultrafilter. As G is arbitrary, F — x.
Thus every ultrafilter on X containing K has a limit in K.

(b) Now suppose that every ultrafilter on X containing K has a limit in K. Let G be a cover of K by
open sets in X. ? Suppose, if possible, that G has no finite subcover. Set

F = {F : there is a finite Gy C G, FU|JGy 2 K}.
Then F is a filter on X. P (i) XUU0D D K so X € F.
PUUG =UG% 2 K

for any finite Gy C G, by hypothesis, so () ¢ F. (ii) If E, F € F there are finite sets Gi, Go C G such that
EUlJG; and FUlJ G both include K; now (ENF)U|J(G1UG2) D Kso ENFeF. i) XDEDFeF
then there is a finite Gy C G such that FUGy 2 K;now EUJGy 2 K and E € F. Q

By the Ultrafilter Theorem (2A10), there is an ultrafilter 7* on X including F. Of course K itself
belongs to F, so K € F*. By hypothesis, F* has a limit z € K. But now there is a set G € G containing
z,and (X \G)UG 2 K, so X\ G € F C F*; which means that G cannot belong to F*, and = cannot be a
limit of F*. X

So G has a finite subcover. As G is arbitrary, K must be compact.

Remark Note that part (b) of the proof of this theorem depends vitally on the Ultrafilter Theorem and
therefore on the axiom of choice.

2A3S Further calculations with filters (a) In general, it is possible for a filter to have more than
one limit; but in Hausdorff spaces this does not occur. B (Compare 2A3Mb.) If (X, ¥) is Hausdorff, and z,
y are distinct points of X, there are disjoint open sets G, H such that z € G and y € H. If now a filter F
on X converges to z, G € F so H ¢ F and F does not converge to y. Q

Accordingly we can safely write = lim F when F — z in a Hausdorff space.

(b) Now suppose that X is a set, F is a filter on X, (Y, &) is a Hausdorff space, D € F and ¢ : D — Y
is a function. Then we write lim,_, » ¢(x) for lim ¢[[F]] if this is defined in Y7; that is, lim,_, r ¢(z) = y iff
¢~ 1[H] € F for every open set H containing .
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If Z is another set, G is a filter on Z, and ¢ : Z — X is such that F = ¥[[G]], then the composition ¢ is
defined on ¢~1[D] € G, and if one of the limits lim,_, = ¢(z), lim,_,g ¢1(2) is defined in Y so is the other,
and they are then equal. I Suppose that y € Y and let U be the family of open subsets of Y containing y.
Then

11_I)I}__¢(CE) =y < ¢ '[G] € F for every G €U
— oG] € G for every G €U
— (oY) 'G] € G for every G €U +— hi% o(z)=y. Q

In the special case Y = R, lim,,r¢(x) = a iff {z : |p(z) — a| < €} € F for every € > 0 (because
every open set containing a includes a set of the form [a — €,a + €], which in turn includes the open set
la —e,a+€).

(c) Suppose that X and Y are sets, F is a filter on X, © is a non-empty family of pseudometrics on Y’
defining a topology & on Y, and ¢ : X — Y is a function. Then the image filter ¢[[F]] converges toy € Y
iff lim,—, 7 0(é(x),y) = 0 in R for every 6 € ©. P (i) Suppose that ¢[[F]] — y. For every 6 € © and ¢ > 0,
U(y;0;¢) = {z:0(z,y) < €} is an open set containing y (2A3G), so belongs to ¢[[F]], and its inverse image
{z:0<0(é(x),y) < €} belongs to F. As € is arbitrary, lim,_, 7 0(é¢(x),y) = 0. As 0 is arbitrary, ¢ satisfies
the condition. (ii) Now suppose that lim,_, r 0(¢(z),y) = 0 for every 6 € ©. Let G be any open set in Y
containing y. Then there are 6p,... ,0, € © and € > 0 such that

U(y; 6o, ... .0n3€) = N;<,, U(y; 0i5¢) C G.
For each ¢ < n,
oM U(y: 035 €)] = {z : 0(d(2),y) < e}
belongs to F; because F is closed under finite intersections, so do ¢=[U(y; 6o, ... ,0,;€)] and its superset

»71[G]. Thus G € ¢[[F]]. As G is arbitrary, ¢[[F]] — v. Q

(d) In particular, taking X =Y and ¢ the identity map, if X has a topology T defined by a non-empty
family P of pseudometrics, then a filter F on X converges to € X iff lim,_, r p(y, ) = 0 for every p € P.

(e)(i) If X is any set, F is an ultrafilter on X, (Y, &) is a Hausdorff space, and b : X — Y is a function
such that h[F)] is relatively compact in Y for some F' € F, then lim, ,r h(x) is defined in Y. P Let K C Y
be a compact set including A[F]. Then K € h[[F]], which is an ultrafilter (2A1N), so h[[F]] has a limit in
Y (2A3R), which is lim,_, r h(z). Q

(ii) If X is any set, F is an ultrafilter on X, and h : X — R is a function such that h[F] is bounded
in R for some set F' € F, then lim,_, » h(x) exists in R. P h[F] is closed and bounded, therefore compact
(2A2F), so h[F] is relatively compact and we can use (i). Q

(f) The concepts of limsup, liminf can be applied to filters. Suppose that F is a filter on a set X, and
that f: X — [—o00,00] is any function. Then

liinj;lpf(x) =inf{u:u € [—o0,00], {z: f(z) <u} € F}

= I;Ielt;-‘ilelgf(x) €[00, 9],
liminf f(x) = sup{u: u € [—o0, ], {z: f(z) > u} € F}

x—F
= sup inf .
oo Jol /@)

It is easy to see that, for any two functions f, g : X — R,

lim, .7 f(z) =a iff a=limsup,_, » f(z) =liminf,,r f(z),
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and
limsup,_, x f(2) + g(2) <limsup,_, z f(z) + limsup,_, z g(2),
liminf, 7 f(z) + g(z) > liminf,_, 7 f(z) + liminf,_, = g(x),
liminf, , 7(—f(z)) = —limsup,_, » f(x), limsup, ,r(—f(z)) = —liminf,,» f(z),

liminf, , rcf(z) = climinf,, » f(x), limsup,_, rcf(x) = climsup,_, r f(z)

whenever the right-hand-sides are defined in [—o0, 00] and ¢ > 0. So if @ = lim,_, 7 f(z) and b = lim,_, #(z)
exist in R, lim,,r f(z) + g(z) exists and is equal to a + b and lim,_,rcf(x) exists and is equal to
clim,_, r f(z) for every ¢ € R.

We also see that if f: X — R is such that

for every € > 0 there is an F' € F such that sup,cp f(z) < e +infiep f(x),

then limsup,_, » f(z) < e + liminf, , » f(x) for every € > 0, so that lim,_, f(z) is defined in [—o0, c0].

(g) Note that the standard limits of real analysis can be represented in the form described here. For
instance, lim, o, limsup,,_, ., liminf,_, correspond to lim, 7, limsup, , z_, liminf, 7, where Fr
is the Fréchet filter on N, the filter {N\ A : A C N is finite} of cofinite subsets of N. Similarly, lims,,
lim SUPg 45 liminfs), correspond to lims_, 7, limsup;_, r, liminfs_, » where

F={A:ACR,3h >0 such that Ja,a+ h] C A}.

2A3T Product topologies We need some brief remarks concerning topologies on product spaces.

(a) Let (X,%) and (Y, &) be topological spaces. Let 4 be the set of subsets U of X x Y such that for
every (z,y) € U there are G € T, H € & such that (x,y) € G x H C U. Then 4l is a topology on X x Y.
P (i) @ € 4 because the condition for membership of i is vacuously satisfied. X x Y € U because X € T,
YeBSand (z,y) € X xY C X xY for every (z,y) € X xY. (ii) f U, V € Y and (z,y) € UNV, then
there are G, G’ € T, H, H' € & such that

(x,y) eGx HCU, (z,y)e€G xH CV;
now GNG' €%, HNH € & and
(z,y9) € (GNG)x (HNH)CUNV.

As (z,y) is arbitrary, UNV € 4l. (iii) f U C Y and (x,y) € JU, then there is a U € U such that (z,y) € U;
now there are G € ¥, H € & such that (z,y) € G x H CU C|JU. As (z,y) is arbitrary, UU € U. Q
3l is called the product topology on X x Y.

(b) Suppose, in (a), that T and & are defined by non-empty families P, © of pseudometrics in the manner
of 2A3F. Then il is defined by the family T = {5: p € P} U {6 : 8 € O} of pseudometrics on X x Y, where

A(z,y), (@', y") = p(z,2'),  O((z,y), (", y)) =0(y,y)
whenever z, 2’ € X, y,y €Y, pe P and 6 € O.
P (i) Of course you should check that every 5, 6 is a pseudometric on X x Y.
(ii) f U € Y and (z,y) € U, then there are G € T, H € & such that (z,y) € G x H C U. There are
00, s pm € P, 0g,...,0, € ©, 4, § > 0 such that (in the language of 2A3Fc) U(x; po,--- ,pm;d) C G,
U(x;00,...,0,;0) C H. Now

U((2,9); oy -+ » Pmy 005 - -+ 5 On;min(8,8")) C U.

As (z,y) is arbitrary, U is open for the topology generated by Y.
(iii) If U € X x Y is open for the topology defined by T, take any (x,y) € U. Then there are
vo,...,vx € T and § > 0 such that U((x,y);vo,...,v;d) € U. Take po,... ,pm € P and bp,...,0, €

© such that {vg,...,vx} € {po,---,Pm,00,-..,0n}; then G = U(z;po,...,pm;0) € T (2A3G), H =
U(y;6p,...,0,;0) € 6, and
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(xay) €EGxH= U((xvy)’ﬁ()v >pm30_0a~~- ;a_n,é) c U((I’,y);’Uo,... ;Uk;é) - U.
As (z,y) is arbitrary, U € $l. This completes the proof that il is the topology defined by T. Q

(¢) In particular, the product topology on R” x R# is the Euclidean topology if we identify R” x R® with
R7s. P The product topology is defined by the two pseudometrics v1, vy, where for z, 2’ € R” and y,
y' € R® I write

vi((@,y), (@ y) = llz =2, val(z,9), (@) = lly =¥/
(2A3F (b-ii)). Similarly, the Euclidean topology on R” x R & R"*$ is defined by the metric p, where
p((zy), (2" y) = (@ —y) = @ ¥ = Vllz = 2>+ [ly — y'[1>-
Now if (x,y) € R" x R® and € > 0, then

U((z,y); pi€) CU((x,y);v55€)

for both j, while

U((x,y);vl,w;%) CU((z,y); ps€).

Thus, as remarked in 2A3Ib, each topology is included in the other, and they are the same. Q

2A3U Dense sets (a) If X is a topological space, a set D C X is dense in X if D = X, that is, if
every non-empty open set meets D. More generally, if D C A C X, then D is dense in A if it is dense for
the subspace topology of A (2A3C), that is, if A C D.

(b) If T is defined by a non-empty family P of pseudometrics on X, then D C X is dense iff
U(z;poy--- s pn;0)ND #£0
whenever x € X, pg,...,pn € P and § > 0.

(c) If (X, %), (Y, 6) are topological spaces, of which Y is Hausdorff (in particular, if (X, p) and (Y, 0) are
metric spaces), and f, g : X — Y are continuous functions which agree on some dense subset D of X, then
f =g. P? Suppose, if possible, that there is an & € X such that f(z) # g(x). Then there are open sets G,
H CY such that f(z) € G, g(xz) € H and GN H = 0. Now f~}[G] N g~ '[H] is an open set, containing x
and therefore not empty, but it cannot meet D, so z ¢ D and D is not dense. XQ

(d) A topological space is called separable if it has a countable dense subset. For instance, R" is
separable for every r > 1, since Q" is dense.

Version of 4.3.14

2A4 Normed spaces

In Chapter 24 I discuss the spaces LP, for 1 < p < oo, and describe their most basic properties. These
spaces form a cluster of fundamental examples for the general theory of ‘normed spaces’, the basis of
functional analysis. This is not the book from which you should learn that theory, but once again it may
save you trouble if I briefly outline those parts of the general theory which are essential if you are to make
sense of the ideas here.

2A4A The real and complex fields While the most important parts of the theory, from the point
of view of measure theory, are most effectively dealt with in terms of real linear spaces, there are many
applications in which complex linear spaces are essential. I will therefore use the phrase

)

. . R
‘U is a linear space over ¢

to mean that U is either a linear space over the field R or a linear space over the field C; it being understood
that in any particular context all linear spaces considered will be over the same field. In the same way, I
will write ‘a € ]}é’ to mean that a belongs to whichever is the current underlying field.

(© 1996 D. H. Fremlin
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2A 4B Definitions (a) A normed space is a linear space U over % together with a norm, that is, a
functional || || : U — [0, oo such that
[l + || < JJul| + |Jv|| for all u, v € U,
lacul| = [ [u] for ue U, a € &,
|lu|l = 0 only when u = 0, the zero vector of U.
(Observe that if u = 0 (the zero vector) then Ou = u (where this 0 is the zero scalar) so that ||u|| = |0]||u| =
0.)

(b) If U is a normed space, then we have a metric p on U defined by saying that p(u,v) = |ju —v|| for w,
veU. P p(u,v) € [0,00] for all u, v because ||u]| € [0, 00[ for every u. p(u,v) = p(v,u) for all u, v because
[lv=ul =] =1|||lu—v| = |Ju—wv| for all u, v. If u, v, w € U then

pu,w) = |lu—wl = [[(u=v) + (v = w)[| < flu—v[| +|lv—wl] = p(u,v) + p(v, w).

If p(u,v) =0 then |ju —v]|=0sou—v=0and u=v. Q
We therefore have a corresponding topology, with open and closed sets, closures, convergent sequences
and so on.

(c) If U is a normed space, a set A C U is bounded (for the norm) if {|ju|| : v € A} is bounded in R;
that is, there is some M > 0 such that |ju|| < M for every u € A.

2A4C Linear subspaces (a) If U is any normed space and V is a linear subspace of U, then V is also
a normed space, if we take the norm of V' to be just the restriction to V' of the norm of U; the verification
is trivial.

(b) If V is a linear subspace of U, so is its closure V. P Take u, v’ € V and a € % If ¢ > 0, set
d =€/(2+ |a]) > 0; then there are v, v' € V such that ||[u —v|] < § and ||[u' — V|| < §. Now v + ', av € V
and

l(u+u) = () < flu—vll+ v =] <6 Jlaw—av]| < afllu—vf <e

As e is arbitrary, u + u’ and au belong to V; as u, u’ and « are arbitrary, and 0 surely belongs to V C V,
V' is a linear subspace of U. Q

2A4D Banach spaces (a) If U is a normed space, a sequence (u,)nen in U is Cauchy if ||u,, —u,| — 0
as m, n — oo, that is, for every ¢ > 0 there is an ng € N such that ||u,, — u,|| < € for all m, n > ny.

(b) A normed space U is complete if every Cauchy sequence has a limit; a complete normed space is
called a Banach space.

2A4E 1t is helpful to know the following result.

Lemma Let U be a normed space such that (u,)necn is convergent (that is, has a limit) in U whenever
(Un)nen is a sequence in U such that ||[up41 — uy|| < 47" for every n € N. Then U is complete.

proof Let (u,),en be any Cauchy sequence in U. For each k € N, let nj, € N be such that ||u,, —u,| < 47F
whenever m, n > ny. Set vj, = u,, for each k. Then ||vjy1 — vg|| < 47% (whether ny, < ngiq or ngyy < ng).
So (vg)ken has a limit v € U. T seek to show that v is the required limit of (u,)nen. Given € > 0, let I € N
be such that ||vxy — v|| < € for every k > ; let & > [ be such that 4=k < ¢ then if n > ny,

[un = ol = [(un = vi) + (vk = V)| < lJun = vrll + [ox = 0l < Jlun = un, [l + € < 2e.

As € is arbitrary, v is a limit of (up)nen. As (un)nen is arbitrary, U is complete.

2A4F Bounded linear operators (a) Let U, V be two normed spaces. A linear operator T : U — V
is bounded if {||Tu|| : v € U, |Ju|| < 1} is bounded. (Warning! in this context, we do not ask for the
whole set of values T[U] to be bounded; a ‘bounded linear operator’ need not be what we ordinarily call
a ‘bounded function’.) Write B(U; V) for the space of all bounded linear operators from U to V, and for
T € B(U; V) write ||T|| = sup{||Tu|| : v € U, |Ju| < 1}.
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(b) A useful fact: ||Tul| < ||T||||uv|| whenever T' € B(U; V) and uw € U. P If |a| > |Ju|| then
1 1
I15ul = llell < 1,
S0

[Tull = eT(Cwll = I TCu)ll < lall|T];

L 1
[e% (03
as « is arbitrary, ||[Tul| < [|T|||ul. Q

(c) A linear operator T : U — V is bounded iff it is continuous for the norm topologies on U and V. P
(i) If T is bounded, ug € U and € > 0, then

1T = Tuol| = T(w = uo)[| < [[T|llu— uoll <€

whenever [ju — ug|| < ﬁ; by 2A3H, T is continuous. (ii) If T is continuous, then there is some § > 0

such that ||Tu|| = ||Tu — T0|| < 1 whenever |lu]| = ||lu— 0] < 4. If now |Jul| <1,

_! 1
I7ull = 2|7 (su)| < L,

so T' is a bounded operator. Q

(d) If U, V and W are normed spaces, S € B(U;V) and T € B(V;W) then TS € B(U;W) and
I7S|I < IT|||S||- ¥ I am rather supposing that you are aware, but in any case you will find it easy to check,
that T'S : U — W is a linear operator. Now if u € U and |u|| <1,

ITSull = TSl < T[[Sull < TSIl
(using (b) for the middle inequality), so T'S is bounded and [|T'S|| < ||T]||S]]- Q

2A4G Theorem B(U;V) is a linear space over % and || || is a norm on B(U; V).

proof Asin 2A4Fd, it is easy to check, that if S: U — V and T : U — V are linear operators, and « € %,
then we have linear operators S + 7T and a7 from U to V defined by the formulae

(S+T)(u)=Su+Tu, (aT)(u)=ca(Tu)

for every u € U; moreover, that under these definitions of addition and scalar multiplication the space of all

linear operators from U to V is a linear space. Now we see that whenever S, T € B(U;V), a € g, uelU
and ||ul| <1,

1S +T)(w)|| = [[Su+ Tul| < [[Sull + | Tul] < S| + [T,

[(@T)u| = [le(Tw) || = e[ Tull < | |75

so that S+ T and aT belong to B(U; V), with [|S+ T|| < ||S]| + ||T|| and ||aT|| < |a|||T||. This shows that
B(U;V) is a linear subspace of the space of all linear operators and is therefore a linear space over ]5 in its
own right. To check that the given formula for | T|| defines a norm, most of the work has just been done;
I suppose I should remark, for the sake of form, that ||T]| € [0, 0] for every T; if & = 0, then of course
|[aT|| = 0 = |a]||T||; for other a,
[afIT] = lafle~ aT| < |alla™ [T = [aT]| < |af|T],

so ||aT|| = |a||T||- Finally, if ||T|| = 0 then ||Tu|| < ||T||||u|| = 0 for every u € U, so Tu = 0 for every u and
T is the zero operator (in the space of all linear operators, and therefore in its subspace B(U;V)).

2A4H Dual spaces The most important case of B(U; V') is when V is the scalar field ]}é itself (of course
we can think of % as a normed space over itself, writing ||| = || for each scalar «). In this case we call
B(U; ]}é) the dual of U; it is commonly denoted U’ or U*; T use the latter.
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2AA41 Extensions of bounded operators: Theorem Let U be a normed space and V C U a dense
linear subspace. Let W be a Banach space and Ty : V — W a bounded linear operator; then there is a
unique bounded linear operator T': U — W extending Ty, and ||T|| = || To]|.

proof (a) For any u € U, there is a sequence (v,,)nen in V' converging to u. Now
[Tovm — Tovnll = To(vm = vn)ll < | Tol[l[om — vnll < [[Toll(lvm — ull + [lu = val) = 0
as m, n — 00, s0 (Tovp)nen is Cauchy and w = lim,, o Tovy, is defined in W. If (v],) nen is another sequence
in V converging to u, then
lw = Tovp || < flw = Tovn|l + | To(vn — vp)|
< [lw = Tova| + [ Toll (v — ull + [lu — vy ]) = 0
as n — 00, so w is also the limit of (Tyv!,)nen.

(b) We may therefore define T : U — W by setting T'u = lim,,_, o Tov, whenever (v,),en is a sequence
in V converging to u. If v € V', then we can set v, = v for every n to see that Tv = Tyv; thus T extends Tj.
Ifu,v’ €U and a € ]}é, take sequences (U, )neN, (Ul )nen in V' converging to u, u’ respectively; in this case

[(u+ ') = (o + V)l < flu=wvall + " =03l =0, flaw — aun[| = |alu = unl| = 0
as n — 0o, so that T'(u + u') = limy,— o0 To (v, + v},), T(au) = lim,,_, o To(avy,), and
|17 (u+u') = Tu = Tu'|| < ||T(u+u') = To(vn +vp) | + | Tovn — Tul| + || Tov;, — To/|
— 0,

1T (au) — aTul| <||T(au) = To(avn)|| + e[ Tovn — Tull =0

as n — 0o. This means that [|T(u+ ') — Tu — TW/|| = 0, ||T(au) — aTu|| =0 so T(u+v') = Tu+ Tu,
T(au) = aTu; as u, v’ and « are arbitrary, T is linear.

(c) For any u € U, let (v,)nen be a sequence in V' converging to u. Then
[ Tull < || Tova || + 1Tu — Tovall < || Tolllloall + [ Tu — Tov,|
< N Tol[(llull + lon = wll) + 1Tw = Tovn || — |1 To[l[ull

as n — 00, so [|[Tul] < ||To||||u|l. As w is arbitrary, T is bounded and ||T'|| < ||To||. Of course ||T|| > || Tol|
just because T extends Tj.

(d) Finally, let 7 be any other bounded linear operator from U to W extending T. If u € U, there is a
sequence (Up,)nen in V' converging to u; now

|1Tu = Tull < | T(u = o)l + 1T (vn = w)l| < (1T + | Tl = vall = 0

as n — 00, 50 ||Tu — Tul| = 0 and Tu = Tu. As u is arbitrary, T = T. Thus 7T is unique.

2A4J Normed algebras (a) A normed algebra is a normed space (U, ||||) together with a multipli-
cation, a binary operator x on U, such that

ux (v x w) = (uxv)xw,
ux (v+w)=(uxv)+uxw), (u+v)xw=(uxw)+(vxuw),
(au) x v =1u x (aw) = a(u x v),
Ju x ol < [lul[[[]

forallu,v,wEUandaG%

(b) A Banach algebra is a normed algebra which is a Banach space. A normed algebra U is commu-
tative if its multiplication is commutative, that is, u X v = v x u for all u, v € U.
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*2A4K Definition A normed space U is uniformly convex if for every € > 0 there is a 4 > 0 such
that ||u+v|| <2 — ¢ whenever u, v € U, |Jul| = ||v|| =1 and ||u —v|| > e.

Version of 13.11.07

2A5 Linear topological spaces

The principal objective of §2A3 is in fact the study of certain topologies on the linear spaces of Chapter
24. T give some fragments of the general theory.

2A5A Linear space topologies Something which is not covered in detail by every introduction to
functional analysis is the general concept of ‘linear topological space’. The ideas needed for the work of §245
are reasonably briefly expressed.

Definition A linear topological space or topological vector space over % (see 2A4A) is a linear space

U over % together with a topology ¥ such that the maps
(u,v) pu+v:UxU—=U,

(a7u)»—>ozu:%><U—>U

are both continuous, where the product spaces U x U and ]g x U are given their product topologies (2A3T).
Given a linear space U, a topology on U satisfying the conditions above is a linear space topology. Note
that

(w,v)mpu—v=u+(-1v:UxU—=U

will also be continuous.

2A5B All the linear topological spaces we need turn out to be readily presentable in the following terms.

Proposition Suppose that U is a linear space over &Ré, and T is a family of functionals 7: U — [0, oo[ such
that

(i) T(u+v) <7(u) +7(v) for all u, v € U and 7 € T}

(i) 7(au) < 7(u) ifu e U, || <1 and 7 € T;

(iii) limg—0 7(cvs) = 0 whenever w € U and 7 € T.
For 7 € T, define p, : U x U — [0, 00[ by setting p,(u,v) = 7(u — v) for all u, v € U. Then each p; is a
pseudometric on U, and the topology defined by P = {p, : 7 € T} renders U a linear topological space.

proof (a) It is worth noting immediately that
7(0) = limg—,0 7(0) = 0
for every 7 € T.
(b) To see that every p, is a pseudometric, argue as follows.
(i) pr takes values in [0, co[ because 7 does.
(ii) If w, v, w € U then
pr(u,w) = 7(u —w) = 7((u—v) + (v — w))
<7(u—0)+70V—w)=pr(u,v) + pr(v,w).
(iii) If u, v € U, then
p(v,0) = (v — ) = 7(=L(u — v)) < 7(u,v) = pr(u,v),
and similarly p.(u,v) < pr(v,u), so the two are equal.
(iv) If w € U then p,(u,u) = 7(0) = 0.
(c) Let T be the topology on U defined by {p, : 7 € T} (2A3F).
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(i) Addition is continuous because, given 7 € T, we have
pr(u + 0", u+v) =71(( +0') = (u+v))
< — ) +7( = v) < el ) + pr (v, 0)
for all w, v, v/, v' € U. This means that, given € > 0 and (u,v) € U x U, we shall have
pr(u 4+ u+v) < e whenever (u',v") € U((u,v); pr, pr; g),

using the language of 2A3Tb. Because p,, pr are two of the pseudometrics defining the product topology
of U x U (2A3Th), (u,v) — u + v is continuous, by the criterion of 2A3H.

(ii) Scalar multiplication is continuous because if u € U and n € N then 7(nu) < nr(u) for every 7 € T
(induce on n). Consequently, if 7 € T,

T(au) < nT(%u) < nr(u)

whenever |a| <n € N and 7 € T. Now, given (a,u) € % x U and € > 0, take n > |a| and § > 0 such that
6 <min(n — |af, 5-) and 7(yu) < § whenever |y| < §; then

pr (v au) = 7(a'v' — au) < 7(d/ (v —u)) + 7((d — a)u)

<nt(u —u)+7((a — a)u)
whenever v € U and o’ € % and |o/| < n € N. Accordingly, setting 6(c/, ) = |’ — a for &/, o € %,
pr(a/u au) < n§+% <e

whenever
(o/, ') € U(er, u); 8, 5735).

Because 6 and pr are among the pseudometrics defining the topology of % x U, the map (o, u) — au satisfies
the criterion of 2A3H and is continuous.
Thus ¥ is a linear space topology on U.

Remark Functionals satisfying the conditions (i)-(iii) above are called F-seminorms; an F-seminorm 7
such that 7(u) # 0 for every non-zero u is an F-norm.

*2A5C We do not need it for Chapter 24, but the following is worth knowing.

Theorem Let U be a linear space and ¥ a linear space topology on U.
(a) There is a family T of F-seminorms defining ¥ as in 2A5B.
(b) If T is metrizable, we can take T to consist of a single functional.

proof (a) KELLEY & NAMIOKA 76, p. 50.
(b) KOTHE 69, §15.11.

2A5D Definition Let U be a linear space over g Then a seminorm on U is a functional 7 : U — [0, oo
such that
(1) T(u+v) < 7(u) + 7(v) for all u, v € U;
(ii) 7(au) = |a|r(u) fue U, a € %
Observe that a norm is always a seminorm, and that a seminorm is always an F-seminorm. In particular,
the association of a metric with a norm (2A4Bb) is a special case of 2A5B.

2A5E Convex sets (a) Let U be a linear space over ]}C{ A subset C of U is convex if au+ (1 —a)v € C
whenever u, v € C and « € [0,1]. The intersection of any family of convex sets is convex, so for every set
A C U there is a smallest convex set including A; this is just the set of vectors expressible as Y . a;u;
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where ug, ... ,u, € A, ap,... ,a, € [0,1] and -1 ;o = 1 (BOURBAKI 87, I1.2.3); it is the convex hull of
A. If C, C' C U are convex, and a € %, then aC' and C + C" are convex. If C C U is convex, V is another

linear space over %, and T : U — V is a linear operator, then T[C] C V is convex.

(b) If U is a linear topological space, the closure of any convex set is convex (BOURBAKI 87, 11.2.6). It
follows that, for any A C U, the closure of the convex hull of A is the smallest closed convex set including
A; this is the closed convex hull of A.

(c) I note for future reference that in a linear topological space, the closure of any linear subspace is a
linear subspace. (BOURBAKI 87, 1.1.3; KOTHE 69, §15.2. Compare 2A4Cb.)

2A5F Completeness in linear topological spaces In normed spaces, completeness can be described
in terms of Cauchy sequences (2A4D). In general linear topological spaces this is inadequate. The true
theory of ‘completeness’ demands the concept of ‘uniform space’ (see §3A4 in the next volume, or KELLEY
55, chap. 6; ENGELKING 89, §8.1: BOURBAKI 66, chap. II); I shall not describe this here, but will give a
version adapted to linear spaces. I mention this only because you will I hope some day come to the general
theory (in Volume 3 of this treatise, if not before), and you should be aware that the special case described
here gives a misleading emphasis at some points.

Definitions Let U be a linear space over %, and ¥ a linear space topology on U. A filter F on U is Cauchy
if for every open set G in U containing 0 there is an F' € F such that F — F = {u—v : u, v € F} is included
in G. U is complete if every Cauchy filter on U is convergent.

2A5G Cauchy filters have a simple description when a linear space topology is defined by the method
of 2A5B.

Lemma Let U be a linear space over ]g, and let T be a family of F-seminorms defining a linear space
topology on U, as in 2A5B. Then a filter F on U is Cauchy iff for every 7 € T and € > 0 there is an F € F
such that 7(u — v) < e for all u, v € F.

proof (a) Suppose that F is Cauchy, 7 € T and ¢ > 0. Then G = U(0; p,; €) is open (using the language of
2A3F-2A3G), so there is an F' € F such that F' — F' C G; but this just means that 7(u — v) < € for all u,
veF.

(b) Suppose that F satisfies the criterion, and that G is an open set containing 0. Then there are
Toy- -+ »Tn € T and € > 0 such that U(0; pry, ... ,pr,;€) C G. For each ¢ < n there is an F; € F such that
Ti(u,v) < § forall u, v € Fy;now F =, F; € Fandu—v € G for all u, v € F.

2A5H Normed spaces and sequential completeness I had better point out that for normed spaces
the definition of 2A5F agrees with that of 2A4D.

Proposition Let (U, ||||) be a normed space over %, and let T be the linear space topology on U defined
by the method of 2A5B from the set T = {||||}. Then U is complete in the sense of 2A5F iff it is complete
in the sense of 2A4D.

proof (a) Suppose first that U is complete in the sense of 2A5F. Let (u,)nen be a sequence in U which is
Cauchy in the sense of 2A4Da. Set

F={F:FCU {n:u,¢ F} is finite}.

Then it is easy to check that F is a filter on U, the image of the Fréchet filter under the map n — u, : N — U.
If € > 0, take m € N such that ||u; — ug|| < € whenever j, k > m; then F' = {u; : j > m} belongs to F, and
|lu—v|| < eforallu,v € F. So F is Cauchy in the sense of 2A5F, and has a limit u say. Now, for any € > 0,
the set {v : |lv—ul| < e} = U(u; pj; €) is an open set containing u, so belongs to F, and {n : ||u, —ul| > €} is
finite, that is, there is an m € N such that ||u,, —u|| < € whenever n > m. As € is arbitrary, u = lim,, o Uy,
in the sense of 2A3M. As (u,)nen is arbitrary, U is complete in the sense of 2A4D.

(b) Now suppose that U is complete in the sense of 2A4D. Let F be a Cauchy filter on U. For each
n € N, choose a set F,, € F such that |[u —v|| < 27" for all u, v € F,,. Foreach n € N, F} = (.., F;

i<n
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belongs to F, so is not empty; choose u,, € F),. If m € N and j, k > m, then both u; and u; belong to F,,,
0 |lu; — ugl| < 27™; thus (un)nen is a Cauchy sequence in the sense of 2A4Da, and has a limit u say. Now
take any € > 0 and m € N such that 27™*+! <. There is surely a k > m such that |lu — u|| < 27™; now
ur € Fyp, S0

P C{o: o —w <277} C {o: llo—ul <271} C o pyy(v,w) < e},
and {v : pj|(v,u) < €} € F. As eis arbitrary, F converges to u, by 2A3Sd. As F is arbitrary, U is complete.

(c) Thus the two definitions coincide, provided at least that we allow the countably many simultaneous
choices of the u,, in part (b) of the proof.

2A51 Weak topologies I come now to brief notes on ‘weak topologies’ on normed spaces; from the
point of view of this volume, these are in fact the primary examples of linear space topologies. Let U be a
normed linear space over %

(a) Write U* for its dual B(U; ]}é) (2A4H). If h € U*, then |h| : U — [0, 00[ is a seminorm, so T = {|h] :
h € U*} defines a linear space topology on U, by 2A5B; this is called the weak topology of U.

(b) A filter 7 on U converges to u € U for the weak topology of U iff lim,_, 7 pj|(v,
h € U* (2A3Sd), that is, iff lim,_, 7 |h(v —u)| = 0 for every h € U*, that is, iff lim,_,  h(v)
heU*.

u) = 0 for every
= h(u) for every

(c) A set C C U is called weakly compact if it is compact for the weak topology of U. So (subject to
the axiom of choice) a set C' C U is weakly compact iff for every ultrafilter F on U containing C there is a
u € C such that lim,_, z h(v) = h(u) for every h € U* (put 2A3R together with (b) above).

(d) A subset A of U is called relatively weakly compact if it is a subset of some weakly compact
subset of U.

(e) If h € U*, then h : U — % is continuous for the weak topology on U and the usual topology of
%; this is obvious if we apply the criterion of 2A3H. So if A C U is relatively weakly compact, h[A] must
be bounded in % P Let C' D A be a weakly compact set. Then h[C] is compact in %, by 2A3Nb, so is

bounded, by 2A2F (noting that if the underlying field is C, then it can be identified, as metric space, with
R?). Accordingly h[A] also is bounded. Q

(f) If V is another normed space and T': U — V is a bounded linear operator, then T is continuous for
the respective weak topologies. P If b € V* then the composition hT belongs to U*. Now, for any u, v € U,

pin|(Tu, Tv) = |h(Tu — Tv)| = [hT'(u — v)| = pjar(u, v),

taking p|n|, pjnr| to be the pseudometrics on V', U respectively defined by the formula of 2A5B. By 2A3H,
T is continuous. Q

(g) Corresponding to the weak topology on a normed space U, we have the weak* or w*-topology on
its dual U*, defined by the set T = {|a| : uw € U}, where I write 4(f) = f(u) for every f € U*, u € U. As in
(a), this is a linear space topology on U*. (It is essential to distinguish between the ‘weak*’ topology and
the ‘weak’ topology on U*. The former depends only on the action of U on U*, the latter on the action
of U** = (U*)*. You will have no difficulty in checking that @& € U** for every v € U, but the point is
that there may be members of U** not representable in this way, leading to open sets for the weak topology
which are not open for the weak* topology.)

*2A5J Angelic spaces I do not rely on the following ideas, but they may throw light on some results
in §§246-247. First, a topological space X is regular if whenever G C X is open and x € G then there is an
open set H such that x € H C H C G. Next, a regular Hausdorff space X is angelic if whenever A C X
is such that every sequence in A has a cluster point in X, then A is compact and every point of A is the
limit of a sequence in A. What this means is that compactness in X, and the topologies of compact subsets
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of X, can be effectively described in terms of sequences. Now the theorem (due to Eberlein and Smulian)
is that any normed space is angelic in its weak topology. (462D in Volume 4; KOTHE 69, §24; DUNFORD
& SCHWARTZ 57, V.6.1.) In particular, this is true of L' spaces, which makes it less surprising that there
should be criteria for weak compactness in L' spaces which deal only with sequences.

Version of 10.11.14

2A6 Factorization of matrices

I spend a couple of pages on the linear algebra of R” required for Chapter 26. I give only one proof,
because this is material which can be found in any textbook of elementary linear algebra; but I think it may
be helpful to run through the basic ideas in the language which I use for this treatise.

2A6A Determinants We need to know the following things about determinants.
(i) Every r x r real matrix T has a real determinant det T
(ii) For any r x r matrices S and T, det ST = det Sdet T
(iii) If T is a diagonal matrix, its determinant is just the product of its diagonal entries.
(iv) For any r x 7 matrix T, det T'" = det T, where T'" is the transpose of 7.
(v) det T is a continuous function of the coefficients of T'.

There are so many routes through this topic that I avoid even a definition of ‘determinant’; I invite you to
check your memory, or your favourite text, to confirm that you are indeed happy with the facts above.

2A6B Orthonormal families For z = (&1,...,&.), y = (1,... ,n) € R”, write z.y = Y., &my; of
course ||z||, as defined in 1A2A, is /z.z. Recall that x1,... , 2 are orthonormal if ;.2; =0 for i # j, 1
for i = j. The results we need here are:

(i) If 1, ...,k are orthonormal vectors in R”, where k < 7, then there are vectors 41, ... , T,
in R"™ such that xq,...,x, are orthonormal.

(ii) An 7 x 7 matrix P is orthogonal if PP is the identity matrix; equivalently, if the columns
of P are orthonormal.

(iii) For an orthogonal matrix P, det P must be +1 (put (ii)-(iv) of 2A6A together).
(iv) If P is orthogonal, then Px.Py = PTPx.y = x.y for all z, y € R".

(v) If P is orthogonal, so is PT = P~L.

(vi) If P and @ are orthogonal, so is PQ.

2A6C I now give a proposition which is not always included in elementary presentations. Of course
there are many approaches to this; I offer a direct one.

Proposition Let T be any real r x r matrix. Then T is expressible as PDQ where P and @ are orthogonal
matrices and D is a diagonal matrix with non-negative coefficients.

proof I induce on 7.
(a) If r =1, then T = (711). Set D = (|m11]), P = (1) and Q = (1) if 711 > 0, (—1) otherwise.

(b)(i) For the inductive step to r + 1 > 2, consider the unit ball B = {z : € R™! ||z| < 1}.
This is a closed bounded set in R"*! so is compact (2A2F). The maps  ~ Tx : R™*! — R"™1 and
2+ |lz| : R"™*! — R are continuous, so the function x — ||Tz| : B — R is bounded and attains its bounds
(2A2G), and there is a u € B such that ||Tu| > ||Tx| for every @ € B. Observe that | Tu|| must be the
norm ||T'|| of T as defined in 262H. Set 6 = ||T|| = || Tu||. If § = 0, then T' must be the zero matrix, and the
result is trivial; so let us suppose that ¢ > 0. In this case ||u|| must be exactly 1, since otherwise we should
have u = ||u||u’ where ||¢/|| =1 and || Tw'|| > || Tul|.
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(ii) If z € R™"! and 2.u = 0, then Tz.Tu = 0. P? If not, set v = Tx.Tu # 0. Consider y = u +nyx
for small n > 0. We have

IylI? = y.y = vow+ 2pyu.z + 02z = [ul]? + 02 |2]? = 1+ 02|21,
while
| Tyl|? = Ty.Ty = Tu.Tu + 2nyTu. Tz + n?y*Tx. Tx = §% + 2072 + 42| Tx|]?.
But also ||Ty||? < 62|y||*> (2A4Fb), so
0%+ 2y? + P92 || T ||? < 02 (1 + m?|[|?)
and
27 < 0*n?y |2 — P2 T %,
that is,
2 < n(d%[|=|1* — 1T]?).

But this surely cannot be true for all > 0, so we have a contradiction. XQ

(iii) Set v = § 1T, so that |[v|| = 1. Let uy,...,u,41 be orthonormal vectors such that u, 1 = u,
and let Qg be the orthogonal (r 4+ 1) x (r 4+ 1) matrix with columns w1, ... ,u,41; then, writing ey, ... ,e,411
for the standard orthonormal basis of R"T!, we have Qge; = u; for each i, and Qpe,+1 = u. Similarly, there
is an orthogonal matrix Py such that Pye,+1 = v.
Set Ty = Py 'TQo. Then

Tiery1 = PJITu = 5P51v =dery1,
while if x.e,11 =0 then Qoz.u =0 (2A6B(iv)), so that
Tix.eq11 = PolTix. Poery1 = TQox.v =0,
by (ii). This means that T must be of the form
(5 %)
0 6)’

(iv) By the inductive hypothesis, S is expressible as PDQ, where P and Q are orthogonal r X r matrices
and D is a diagonal r» x r matrix with non-negative coefficients. Set

e(o ) @=(3) 2= (0 5)

Then P; and @ are orthogonal and D is diagonal, with non-negative coefficients, and Py D@ = T;. Now
set

where S is an r X r matrix.

P=PP, Q=QQ;",
so that P and @ are orthogonal (2A6B(v)-(vi)) and
PDQ = PoPDQ:1Qy" = RT1Qy " =T.

Thus the induction proceeds.
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