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Abstract 

The current financial crisis has been largely attributed to the boom and bust of the 

real estate market in the USA.  A number of explanations have been put forward 

ranging from lax monetary policy, large capital flows to financial innovation.  In this 

study, we try to identify the main determinants of house prices in the USA, paying 

particular attention to the aforementioned three factors.  The assessment is carried 

out in  well specified VAR and VEC models over the period 1973q1-2011q4. Our 

findings suggest that monetary policy shock has a significant positive effect on house 

prices.  Financial innovation and capital inflows also play a role, albeit  to lesser 

degree in house price variation.  We finally suggest that these effects could be better 

identified and assessed if more appropriate and accurate indicators of financial 

innovation and capital inflows are developed and used.   
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House price Dynamics in the USA: The 

role of Monetary Policy, Current Account 

and Financial Innovation  

1. Introduction  
 

 A key feature of the period preceding the global financial crisis was a combination of 

low- both real and nominal- interest rates and rapid increases of house prices.  This 

combination in conjunction with a fast credit expansion led many analysts to attribute 

the subsequent burst in the real estate sector to overly expansionary monetary policy 

for too long (Taylor 2009).  Another school of thought provided an alternative 

explanation, the savings glut hypothesis, for the co-existence of low interest rates 

and house boom (Bernanke 2005, 2010, Ferrero 2012).   This theory places the 

emphasis on excess savings and scarcity of financial assets in developing countries 

which led to capital inflows to developed countries, depressing interest rates.1   

Undeniably, over the boom period large fluctuations in international capital flows, real 

exchange rate and current accounts were registered. More importantly, it was 

identified that countries with high houses prices  also experienced significant capital 

inflows and widening current account deficits (the increase in domestic borrowing 

must be financed from abroad)(Aizenman and Jinjarak 2009 and Ferrero 2012). As 

figure 1 shows during the boom countries such as Austria, Germany and China 

recorded large current account surpluses associated with slow house price growth 

and modest residential investment. Countries, such as Greece, Spain and the UK, 

which attracted lots of external capital, exhibited large rises in house prices and 

                                                           
1 As explained above, the global savings glut hypothesis assumes that the surplus countries divert their savings to 

deficit countries.  Laibson and Mollerstrom (2010) argued if this hypothesis were true then an investment boom 
should have taken place in the recipient countries.  Instead what we observed in many instances such the USA 
was a consumption boom.   
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experienced significant residential investment booms. According to the table there is 

a negative correlation between current account balance and house prices. On 

average this correlation is equal to -0,64%.  

Figure 1: Current accounts and House prices in advanced and emerging countries.  Source:  

Ferrero (2012) 

   

A third strand in the literature stresses the relationship between financial innovation 

and property prices, and particularly how the easing of financial frictions affects the 

transmission of interest rates to house demand (Diamond and Rajan, 2009).  

According to this theory, the consumer in developed countries has easy access to 

credit and therefore higher leverage. Financial innovation reinforces this 

phenomenon and exacerbating the effect of variation of interest rates on property 

prices.  
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Though a large body of literature has dealt with each of the aforementioned factors 

separately, to the best of our understanding, only Sá et al. (2011)-, have tried to 

study simultaneously the effects of monetary policy, capital flows and financial 

innovation on property prices.  Following Sá et al.(2011), the aim of this study is to 

shed light on the main determinants of house price dynamics in the USA, and in 

particular to evaluate the effects of capital inflows, as well as, financial innovation. 

Though Sá et al.’s(2011) panel data study has  expanded  explanatory power, since it 

takes into account data from many countries, this thesis by focusing only on the USA 

allows  for an in-depth study of the idiosycrancy and the specific characteristics of  

one particular country. To this end, a Vector Autoregression (VAR) framework is 

utilized so as to allow to the assessment of the contribution of each factor to house 

price variation as well as the direction of causality. In addition, a number of 

misspecification tests are carried out to ensure the statistical adequacy of our model. 

The rest of the paper is organized as follows:  Section 2 provides a relevant empirical 

literature review of the main drivers of house prices.  Special attention is devoted to 

capital inflows and current account, monetary policy as well as financial innovation.   

Section 3 described the methodology followed.  In section 4 the graphical analysis 

and statistical properties of the data are presented while in section 5 statistical 

adequacy tests are covered. Section 6 presents the empirical results of the VAR. The 

empirical results of the VEC framework are left for section 7.  Finally, section 8 offers 

concluding remarks and ideas for further work.   
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2. Empirical Literature Review 
  

On the empirical front there is a vast literature on the drivers of house price which, 

according to Galati et al. (2011) can broadly be summarized in three major 

categories: a) macroeconomic determinants, b) institutional and geographic factors 

and c) funding arrangements.  In this study, our focus is on the macro drivers, 

monetary policy, capital inflows and financial innovation. We start with the empirical 

studies that try to uncover the relationship between house price and macroeconomic 

variables.  

2.1 Macro determinants 
 

The most widely cited macro driver is household income. 2 Various proxies for 

income were utilized with the majority of empirical studies using GDP, and real 

disposable income. Although rises in house prices are theoretically positively 

associated with income growth, empirically these connections are rather mixed.  

More specifically, in some studies Sutton 2002, Egert and Mihaljek 2007, GDP was 

found to be the most significant contributor of house price dynamics. Sutton (2002), 

for example, found that national income played the most important role of affecting 

house prices in a VAR study. Similarly, in a panel study of eight countries Egert and 

Mihaljek (2007) claimed that there is a positive relationship between GDP per capita 

and housing prices in OECD economies as well as in CEE economies.  

In contrast, others studies attributed a minor role to income in determining house 

price movements. Tsatsaronis and Zhu (2004) confirmed the finding that income was 

                                                           
2
 Even though the equilibrium house price are determined by the interaction of the demand and supply, in most 

of the empirical studies focus of the demand side.  The absent of the supply factors, land availability, cost of 
production is justified by the unavailability of reliable data on land and investment as well as the need to avoid 
the simultaneous bias problem (Ott 2007).   
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insignificant by using data for 17 industrials countries for the period 1970-2003. In 

addition, Annett (2005) showed that GDP was affecting house prices only in three 

countries- (Germany, Ireland and Finland) - out of a sample of 15 European 

countries. 

The explanatory power of number of other macro variables was also examined. 

Tsatsaronis and Zhu (2004) singled out inflation as the most crucial component in 

determining house prices.   They conducted Variance Decomposition analysis and 

showed that over 50 percent of the house price variation is explained by inflation 

variation while the remaining 50 percent was equally explained by the other three 

variables; interest rates, term spread and bank credit. Interest Rates were another 

important variable whose relationship with prices was examined in the literature.  In 

Meen (2002) study, interest rates along with income and housing stock played 

significant role in explaining house prices in the UK. Interest rates featured also 

prominently in other property price studies (e.g. Sutton 2002). Even in some of them 

they were considered contributors to boom and bust cycle in the property market.  

Low interest rate boosted the demand for residential real estate while a reversal in 

their trend overburdened household budget and contributed in the bursting of the 

house bubble (Tsatsaronis and Zhu 2004, Galati 2011).  Some support to the role of 

interest rates in boom-bust claim was provided by Egert et al. - (2007). They showed 

that for the period 1995-2001, Countries such as Czech Republic and Estonia faced 

double-digit annual growth in house prices regardless the imminent decrease in 

interest rates while from 2002 until 2006 this phenomenon had been observed in 

most CEE.  

Apart from interest rates, another two monetary variables, money and credit are 

associated with the demand for housing.  The overexpansion in credit was also 

considered, along with low interest rates, responsible for the recent house price hikes 

in many countries (Tsatsaronis and Zhu 2004).  The same result was reached by 
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other authors namely Collyns and Samlali (2002), Goodhart and Hofmann (2008), 

Iacovello and Minetti (2003).  

But the effects of bank credit on house prices may go the other way as well and 

rising house prices may induce higher credit expansion. The empirical results on the 

direction of causality between credit and property prices seemed to be mixed. Some 

studies, inter alia Gerlash and Perg (2002), Hofmann (2004) and Davis Zhu (2009) 

advocated that credit is responsible for determining house prices while the reverse is 

not true. In contrast, Goodhart and Hofmann (2008) showed that the causality run in 

both directions.3     

Lastly, unemployment is another important macro driver of house prices.  Schnure 

(2005) investigated the impact of the unemployment on house prices for nine regions 

in Office of Federal Housing Enterprise Oversight’s (OFHEO). He showed that 1 

percentage point rise in the unemployment rate depresses housing prices by about 1 

percent.  Moreover, Abelson et al (2005) used Error Correction Method to explain the 

negative relationship between the unemployment rate and the house prices in 

Australia over the period 1970 and 2003. Their main finding was that short term 

changes in unemployment rate were not immediately dissipated in the long run 

equilibrium house prices. Mixed results were also produced in the study of Egert et al 

(2007).   In particular they found that during 1995-2006 unemployment rate had a 

significant negative relationship with house prices in the OECD countries. However, 

this relationship was insignificant in case of CEE countries. Takas (2010) panel study 

identified as main drivers of real residential prices population and labour force. 

Labour force, however tend to be significant for OECD countries while for CEE 

countries turned out to be insignificant. Regional income growth and unemployment 

rates have statistically affect house prices.   

                                                           
3
  Money also exhibited the same bi-directional relationship (Greiber and Setzer 2007, Goodhard and 

Hofmann 2008). 
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2.2 The Role of Monetary Policy, Current Account and Financial 

Innovation 
 

Having examined the macro determinants in section 2.1 we now turn our attention to 

the role of external demand, capital flows and current accounts, monetary policy and 

financial innovation in driving property prices. The theoretical rationale behind the 

role of external demand in determining property prices is either that: a) higher 

domestic demand is the driving force behind both  house prices and capital inflows or 

b) capital inflows drive interest rates to low level which in turn increases house 

prices.  

On the empirical front, Punzi (2007) studied the effect of current account on house 

prices for ten OECD countries. She provided empirical support to her hypothesis that 

an increase in house price would give rise to the expected income of households and   

consumption and investment would be boosted, worsening the current account 

position. Ferrero (2012) took a different route and advocated that the relaxation of the 

collateral constraints lever up the demand for housing, thus result to higher house 

prices. As house prices go up, people are able to borrow more. Thus, part of the 

additional finance required, is secure from abroad generating a current account 

deficit. Matsuyama (1990) was the first to study the link between government 

spending and housing subsidies on residential investment and current account.   He 

had showed that an increase in government spending resulted in reduction in house 

prices as well as in residential investment while its impact on current account was 

ambiguous.  Sa and Wieladek (2010) compared the effects of monetary policy 

shocks and capital flows on property prices.  They found that the variation of real 

house prices due to monetary policy shocks was just 5% while for capital flows 15%.  
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The depth of the financial sector rather than capital flows seem to play more 

important role in driving house prices in some studies. Favilukis et al. (2012) tested 

the common hypothesis that capital inflows are positively correlated with house 

prices. They found that capital flows play a small role in determining property prices. 

Instead, they argued that the dominant factor was the financial liberalization and its 

subsequent reversal.   Punzi (2012) also maintained that financial liberalization had 

resulted in higher loan to value ratios, relax household borrowing constraints which in 

turn led to higher real estate prices and current account deficits.   Aizenman and 

Jinkarak (2009) also found a robust and positive relationship between current 

account and house prices.  More specifically, a standard deviation increase in the 

lagged current account deficit was associated with 10% appreciation in property 

prices.  Noteworthy is the fact that even bigger impact is registered in case of higher 

financial depth while this effect is mitigated by the quality of institutions. The 

magnified effect of financial innovation is also documented - by Sa et al. - (2011).  In 

a panel VAR study of 18 OECD countries they found that the positive effect of both 

monetary policy and capital inflows on house prices is greater in countries with a 

greater degree of financial innovation.  Other panel VAR studies also examined how 

the degree of securitization of mortgage loans amplified the effects of monetary 

policy shocks on residential prices (Galza et al. 2009, Assenmacher-Wesche and 

Gerlach 2010). 
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3. Methodology   

3.1 The VAR 

  3.1.1 Motivation 

 

As it is evident from the literature review in section 2,despite the existence of a wide 

body of empirical research  on house prices, assessing the quantitative implications 

of changes in key determinants on house prices remains an elusive task. Key 

fundamental indicators such as national income, interest rates and prices that, at 

least in theory, have prominent role in changes in house prices are not broadly 

supported by the existing empirical literature. The significance and the degree of 

contribution of each aggregate on house prices developments vary from country to 

country indicating strong geographical characteristics. Furthermore, the recent 

housing bubble in U.S makes it clear that some other determinants, such as financial 

innovation, which are systematically ignored in empirical studies, play an important 

role on house prices developments.  Omitting such factors is likely to bias the results.  

 This dissertation attempts to quantitatively re-examine the dynamic interlinkages 

between house prices and key macroeconomic aggregates. Given the geographical 

dissimilarities, as well as the differences in financial deepening among countries this 

study focuses only in one country, namely USA. This approach allows flexibility to 

examine some other determinants of house prices that could be considered country 

specific, such as the degree of financial innovation and the state of the current 

account. As it has already been explained in the introduction, these factors 

contributed significantly in the house prices booming in the USA.  

The simplest framework to examine dynamically the effects of macroeconomic 

developments on house prices is the supply and demand framework. Therefore, we 

could separate factors (and their lagged values) that determine house prices on two 

linear equations – Aggregate demand and Aggregate supply – and estimated them 
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through OLS regression. However, this approach suffers from the simultaneous 

equation bias as well as from the unavailability of reliable data on the supply side.4   

The alternative and most common approach to scrutinize the role of each factor in 

determining house prices is the Vector Autoregressive (VAR) framework that was 

first developed by Sims (1980).  VAR has the advantage of treating all the variables 

as endogenous and allows both contemporaneous and dynamic relationships 

between all the variables included in the set. In addition, given that certain necessary 

assumptions hold, VAR can be estimated through a simple OLS regression. 

Nevertheless, in VAR typically we are not interested in the causal interpretation of 

estimated parameters but on the effect of exogenous shock of one variable of 

interest to the others.  

3.1.2 The framework 
 

Let tX  be a vector of variables of interest. In our case, tX contains a house prices 

aggregate ( th ),money aggregate )( tm , credit )( tc , GDP )( ty , inflation )( ti ,  Federal 

funds rate (ffr),  current account )( tca balance and financial innovation )( tf
5. Thus,

 ',,,,,,, tttttttt fcaffriycmhX            

It is assumed that tX is determined by a constant and its previous lagged values as 

well as unexpected disturbances (Ut) and can be described as 

 tptpttt UXAXAXAX   ....2211                                                     

(1) 

With the assumptions that ,0][ tUE ,]'[ uuttUUE  and ,0][ stUUE  

                                                           
4
 One can argue that instrumental variables can be used but is very hard to find relevant instruments. 

5
  Note that this section broadly follows the notation and mathematics of the book (Introduction to 

modern time series analysis by Kirchgassner and Wolters, 2007 ). 
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with the number of lags (p) determined at later subsection.  

4. Data   

4.1 Data Description 
 

The empirical analysis of this project is based on time series quarterly data covering 

the period from the first quarter of 1973 to the fourth quarter of 2011. The country of 

interest is the United States of America. The set of variables used in the analysis 

include Gross Domestic Product (GDP), Consumer Price Index (CPI), Federal Funds 

Rate, Credit, Money (M1), House Prices, measure of capital flows, current account 

as well as financial innovation.  GDP and CPI were collected from the Department of 

Commerce, Bureau of Economic Analysis (BEA) database, while Money, Credit and 

Federal Funds Rate from the St Louis, Federal Reserve database. Moreover, Current 

Account data were taken from the IMF International Financial Statistics (IFS), and 

House Prices (calculated in thousands of unit) were extracted from the US 

Department of Commerce: Census Bureau of Economic Analysis database.  The 

analysis contains also a measure for financial innovation; the Frazer Index which was 

taken from the Frazer Institute publications (Gwartney et al 2003). This index is a 

measure of credit regulation and the degree of competition in the banking sector. 

This index consists of the following indicators: existence of interest rate controls, 

private sector credit, ownership and bank competition. Apart from Current Account all 

other variables are in logarithms in order to capture the non-linearities that are likely 

to exist. 

4.2 Graphical Analysis 

 
Casual visual inspection could reveal important characteristics of the data which 

need to be taken into account in constructing the appropriate models. We first plot 
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the variables in levels over the period 1973Q1 to 2011Q4. As it is expected the 

graphs which can be found in Appendix 1 are not enlightening since almost all the 

variables follow an upward linear trend.6  In order to have a more informative picture 

of aggregate changes in time the growth rates of the variables are displayed in 

Figure 2.  

It is noticeable in figure 2 that the Current Account dramatically falls during the period 

2000-2007. This was the period that the USA registered large current account deficits 

(domestic investment in USA exceeded savings) while from 2007 and onwards a 

correction started.  Houses Prices after peaking in early 2006, begun  to decline. This 

drop has been characterized as the largest fall in history by 34 per cent.( Case-

Sheiller Price index on December 30,2008)7 . It is worth mentioning that the financial 

regulation index exhibited similar path of that of house prices during the crisis.  

 

 

 

 

 

 

 

 

 

                                                           
6
 This happens because of the series exhibit unit-roots that is a common phenomenon in 

macroeconomic series. This finding is formally tested in the next subsection. 
7
 Mantell, R.,.(2008) "Home prices off record 18% in past year, Case-Sheiller says". Available at: 

www.marketwatch.com. [Accessed 10 April 2013] 

http://www.marketwatch.com/News/Story/Story.aspx?guid=%7bA0BC3037-386D-4810-86C7-066AF28F6017%7d
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Figure 2- Graphs in First Difference 
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Figure 3 - House prices and Current Account                    Figure 4 - House prices and Financial Innovation 

 

 

 

 

 

 

 

 

 

 

 

Figure 5  House Prices and Direct Investment  

  

  



17 
 

 

The graphical inspection of the relationship between the growth in house prices and 

the external account, as captured either by the current account or foreign direct 

investment in the USA, shows that there is some co movement that becomes more 

pronounced during the crisis. This relationship seems to be stronger in the case of 

house prices and the current account rather than with foreign direct investment 

(Figure 3 and Figure 5). For the financial innovation variable (Figure 3) there seems 

to be little relationship between variations in house prices and the index before the 

crisis period.  The substantial drop in both variables can be explained by the credit 

tightening that happened during the collapse of house prices.  What is not clear from 

the visual inspection is the direction of causality, a matter formally examined in later 

sections. 

5. Statistical Adequacy Tests 

     5.1 Unit root test 
 

Before proceeding with the estimation analysis of our model, it is necessary to carry 

out some tests to ensure that our model is correctly specified. We start with the most 

common problem in time-series econometrics analysis, namely unit root. The 

existence of trend in the series has profound implications for regression analysis. 

Formally times series is stationary if its mean, persistency and variance are constant 

over time and if the  covariance does not depend on the observation time of the two 

variables but on the separation time length between the two values of the variables. 

(Hill et al, 2012).  An examination of whether a series is stationary or not is essential 

for three reasons.  Firstly, the use of non-stationary data leads to a spurious 

regression model. Secondly, in a time series regression the existence of a trend does 

not allow the assumptions of asymptotic analysis to be satisfied. Thirdly, R- squared, 
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confidence interval, T-tests and F-tests are not valid since none of the tests are 

normally distributed under non-stationary data8.   

 First of all, we should formally check whether our series are stationary or not – and if 

they are whether exhibiting a deterministic or stochastic trend. In the case of a 

deterministic trend, the problem can be easily solved by adding an appropriate time 

variable capturing the time trend. On the other hand, if our data exhibit the common 

serious problem of stochastic trend (unit root), then a more careful treatment of the 

data and a more thorough analysis must be carried out.Two standard procedures for 

testing for a unit root, the Augmented Dickey-Fuller (ADF)   and the more powerful 

Dickey – Fuller (DF) – GLS test proposed by Elliott et al. (1996) are employed in this 

study. These tests are based on the examination of the autoregression process of 

order one AR (1) for our time series:  

More formally  

ttt   10                                                                                                   (2) 

Where    0  is a constant, and   is an unknown coefficient to be estimated and t  is 

a white noise process. 

If   is equal to one implies that the series is non-stationary, it has a unit root. If   is 

different from one then the series is stationary and no further action is required.      

 Subtracting 1tY  to be subtracted from both sides of the equation to get,  

ttt   10                                                                                                 (3) 

   

Where   1   and 1 ttt  

 

                                                           
8
 Brooks (2008)  and Kemp, EC352 lecture notes, Essex University 
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The basic objective of the test is to examine the null and alternative hypothesis: 

 

     :0H    0    or  1       Series contains a unit root, non-stationary 

    :1H     0    οr 1    Series is stationary  

  

Table 1 summarizes the results of the ADF and DF-GLS tests for the variables of 

interest with a trend and without a trend. The number of lags included is eight in 

order to be sufficiently long to remove any serial correlations in the residuals.  It can 

be clearly seen that the values of all the variables in ADF and DF-GLS t-statistics, 

both with time trend and without, are higher than the critical values at a 5% 

significance level. Therefore, the null hypothesis cannot be rejected and the variables 

are considered non-stationary. Since our variables violate the assumption of 

stationarity we cannot include them in levels in a simple OLS regression analysis 

because our potential estimators will be biased and inconsistent.  A common 

approach to solve the unit root problem widely adopted in the literature is to take the 

first difference of the series. Therefore we first differentiate he data once and then we 

test again for unit root.  First difference equation: 1 ttt   

Table 2 presents the above examined variables in first difference and test again for 

stationary using ADF and DF-GLS tests as before. In this case, it can be clearly seen 

that the test statistics for all the variables are lower than the critical value at a 5% 

significance level. Hence, the null hypothesis is convincingly rejected. Therefore, by 

differentiating once the non- stationary series became stationary. Thus, we conclude 

that the sequence is of order one I(1). 
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Table 1: ADF and DF-GLS with intercept 

 

 

Table 2: First Difference using AFD and DF-GLS tests with intercept 

 
Variable Lags ADF  

Test statistic 

 

5% critical value DF-GLS Test 

statistic 

 

5% critical value 

Variables are in logs 

(except current 

account) 

 No 

Trend 

Trend No 

trend 

Trend No 

trend 

Trend No 

Trend 

Trend 

          House prices 8 -3.06 -3.48 -2.88 -3.44 -2.88 -3.05 -1.94 -2.98 

CPI 8 -2.97 -3.67 -2.88 -3.44 -1.86 -3.70 -1.94 -2.98 

Credit 8 -11.88 -11.88 -2.88 -3.44 -2.74 -10.76 -1.94 -2.98 

Money M1 8 -4.68 -4.65 -2.88 -3.44 -4.50 -4.68 -1.94 -2.98 

Federal Funds Rate  8 -5.10 -5.26 -2.88 -3.44 -3.43 -4.94 -1.94 -2.98 

GDP 8 -8.25 -8.26 -2.88 -3.44 -7.31 -8.14 -1.94 -2.98 

Current Account 8 -2.93 -2.92 -2.88 -3.44 -2.81 -2.82 -1.94 -2.98 

Credit Regulation 8 -3.85 -3.09 -2.88 -3.44 -3.84 -3.92 -1.94 -2.98 

 

 

 

Variable Lags ADF  

Test statistic 

 

5% critical value DF-GLS Test 

statistic 

 

5% critical value 

Variables are in logs 

(except current 

account) 

 No 

Trend 

Trend No 

trend 

Trend No 

trend 

Trend No 

Trend 

Trend 

          House prices 8 -2.01 -1.82 -2.88 -3.44 0.22 -1.49 -1.94 -2.98 

CPI 8 -2.87 -2.38 -2.88 -3.44 0.87 -0.69 -1.94 -2.98 

Credit 8 -1.33 -2.25 -2.88 -3.44 3.66 -1.42 -1.94 -2.98 

Money M1 8 -0.65 -1.70 -2.88 -3.44 2.11 -1.41 -1.94 -2.98 

Federal Funds Rate 8 0.87 -0.71 -2.88 -3.44 1.14 -1.81 -1.94 -2.98 

GDP 8 -0.81 -1.53 -2.88 -3.44 1.92 -1.71 -1.94 -2.98 

Current Account 8 -1.30 -2.89 -2.88 -3.44 -0.67 -2.54 -1.94 -2.98 

Credit Regulation 8 -1.25 -1.84 -2.88 -3.44 -1.37 -1.76 -1.94 -2.98 
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An additional test is the Phillips-Perron test which, unlike the Dickey-Fuller tests, 

does not rely on the  assumption of independently and identically disturbances (IID). 

(Seddighi (2012). In Appendix 2, we display the Phillips-Perron test under which the 

variables are in logs (except the current account) and are first differentiated. It can be 

easily pointed out that all the variables are stationary with a trend and with no a 

trend, since their critical values are lower than the T-test.  Additional evidence of 

stationarity is provided by the KPSS test. Kwiatkowski et al., (1992) claim that under  

the KPSS test the null and alternative hypothesis are in the diverse direction. In this 

special case, the null hypothesis implies that the series does not contain a unit root.  

As can be seen from the appendix 2 table, all the first differentiated series are 

stationary at a 5% significance level.  

 

 

5.2 Misspecification Tests 

 
In the previous subsection we formally test and conclude that the series used are 

non-stationary.   A common way to get around the problem of spurious regression 

and to induce stationarity in the series is by differentiation.  Yet, additional 

assumptions must be satisfied before making plausible inferences about the quality 

of our results. These assumptions are standard in time series estimation and are 

summarized as: 

1) Exogeneity, 

2) Non-collinearity, 

3) No serial correlation 

4) VAR system stability 
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If one or more of these assumptions do not hold, then we say that our model is not 

correctly specified and hence the estimation of parameters and statistical innovations 

are not qualitatively and quantitatively (bias and inconsistent estimators) correct. The 

exogeneity assumption cannot be easily tested but we assume that we eradicate the 

most common source of it; namely omitted variable bias by including as many 

variables as possible in the VAR equation. The second assumption is also satisfied 

since we do not have any linear relationships among the variables included in the 

VAR equation. To ensure the statistical adequacy of the models the appropriate tests 

for serial correlation and stability are carried out. Additionally, a test for 

heteroskedasticity is implemented. 

 5.2.1 Serial Correlation  
 

 The Breush- Godfrey (1978) test is used for serial correlation which can be 

expressed  formally as follows:  

Yt= β0 + β1Χt + ut 

Ut= ρ1ut-1 + et 

where et is identically and independently distributed of  Χt, with mean zero and 

variance σ2 so that the disturbance ut follow an AR(1) process.  

 

The null and alternative hypotheses are: 

H0: ρ1=0      no serial correlation 

H1: ρ1≠0      serial correlation  

 

The tables below show the Breusch- Godfrey test for House prices, Current Account, 

Financial Innovation, Gross Domestic Product, Federal Funds Rate, and Consumer 

Price Index. All the variables are in log (except current account) and are first 

differentiated. The lags used in the VAR model are six. 
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Table 3.A                                                                Table 3.B 

  

 

 

 

                 1973Q1-2006Q4                                                1973Q1-2011Q4 

 

 

 

 For five out of the seven lags, for both periods the null hypothesis cannot be rejected 

at a 5% significance level and so there is no serial correlation between the residuals.  

 

5.2.2 Stability Test 
 

 In a VAR framework testing for stability entails  that in absolute terms the inverse 

roots of the AR characteristic Polynomial must be lower than one. 

Figure 6.A   Figure 6.B 

                                                                     
 

 

 

 

 

 

        1973Q1-2006Q4                                                                                       1973Q1-2011Q4 

 

Lags LM-Stat Prob 

1  42.82046  0.2017 

2  38.10104  0.3740 

3  58.09279  0.0113 

4  68.30722  0.0009 

5  23.37179  0.9483 

6  39.05220  0.3343 

7  46.44018  0.1141 

Probs from chi-square with 36 df. 

Lags LM-Stat Prob 

1  43.44561  0.1839 

2  42.74162  0.2041 

3  56.70221  0.0154 

4  77.97627  0.0001 

5  35.72324  0.4816 

6  61.74640  0.0048 

7  43.32637  0.1872 

Probs from chi-square with 36 df. 
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It can been easily seen from the above figures  that all the roots of the polynomial for 

the two models lie inside the unit root cycle for both horizons, indicating that the VAR 

models are stable.  

 

5.2.3 Heteroskedasticity- white test  
 

To test for heteroskedasticity the White test is used. Following Wooldridge (2009), for 

a three variable regression the White test checks the significance of x:   

U2= δ0+ δ1x1+ δ2x2 +δ3x3 + δ4x
2
1 + δ5x

2
2 + δ6x

2
3 + δ7x1x2 + δ8x1x3 + δ9x2x3+ error 

With the null and alternative hypothesis being: 

Ho: δ1=δ2=…….δ9=0        Homoskedasticity  

H1: δ1≠δ2≠…..δ9≠0          Heteroskedasticity 

The null hypothesis cannot be rejected if all the regressors are equal to zero, and 

hence the model is homoscedastic.9 The probabilities in both periods are higher than 

a 5% significance level.Thus, the model is considered as homoscedastic. 

Table 4.A                                                                Table 4.B 

 

 

             1973Q1-2011Q4                                                                             1973Q1-2006Q4 

                                                           
9
 Lags  of nine are used for this test. The presence of heteroskedasticity in the series does not prevent 

us for estimating VAR equation through OLS since it does not causing bias and consistency in the 
estimated parameters. However, our estimators are not efficient in essence that calculation of 
standard errors and confidence intervals are larger than normal. 

Chi-sq df Prob 

2303.865 2268 0.2947 

Chi-sq df Prob 

2297.828 2268 0.3260 
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 5.3. Granger Causality Test 

 

In a VAR model we are interested in finding out if changes in one variable cause 

changes in another variable. The most applied test is the Granger- Causality test, 

firstly introduced by Granger (1969) and Sims (1972).  According to  Brooks (2008, 

p.298) ‘’‘causality’  has the meaning of  a correlation between the current value of 

one variable and the past values of others and not that the  movements of one 

variable cause movements of another’’. If just one variable ‘causes’ the other and not 

vice versa then there is a unidirectional causality from the former variable to the 

latter. Moreover, there will be a bi-directional causality, if both variables influence one 

another. At the same time, if none of the two variables cause each other, the 

variables are assumed to be independent. 

Ho: implies no granger causality among the variables 

H1: implies granger causality among the variables. 

  
Table 5 summarizes the results of the Granger- Causality test containing all the 

variables in logs (except the current account) and  first differences.  The number of 

lags included is six.  

Table 5: Granger Causality Test  

1973Q1-2011Q4                                                                         1973Q1-2006Q4 

 

 

 

 

 

Dependent variable: House Price  

Excluded Chi-sq Df Prob. 

CA 13.05343 6 0.0422 

CPI 11.14703 6 0.0839 
Credit 

Regulation 20.03184 6 0.0027 

GDP 20.34910 6 0.0024 

Funds 
Rate 28.34813 6 0.0001 

Independent variable: House Price  

Depended Chi-sq Df Prob. 

CA 7.921676 6 0.2439 

CPI 22.45235 6 0.0010 
Credit 

Regulation 15.28366 6 0.0182 

GDP 12.76317 6 0.0470 

Funds 
Rate 19.92311 6 0.0029 
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The left hand side table summarizes the results of the Granger- Causality test for the 

period 1973Q1-2011Q4. The number of lags included is six. All the variables show 

causality on house prices at a 10% significance level. In particular, CPI seems to be 

significant on house prices only at a 10% level, while the rest of the variables have a 

significant effect on house prices at a 5% level. In reverse direction house prices 

have a bi-directional causality on all variables, apart from current account even at a 

10% significance level. Performing the same test over the shorter period that 

excludes the crisis years the previous findings are maintained but those for the 

external factors and the financial innovation index.  This is not a surprising result but 

something that has been suggested in the graphical analysis.  

6. Empirical Results 

 
Having established that we have a well specified model we proceed to perform 

Impulse Response and Variance Decomposition Analysis.  Such an analysis will 

assist us to obtain further insights of the dynamics among the variables. 

   6.1 Impulse Response  

 
Impulse Response analysis is used to understand the implied dynamics of a VAR 

model. Specifically, the use of Impulse Response allows us to analyze the dynamic 

behavior of a variable due to a random shock of another variable. A standard practice 

in VAR estimation is to orthogonalise the residuals for impulse response analysis 

using the Choleski decomposition. The Choleski decomposition ordering implies that 

the innovation of the first variable is allowed to affect all the other variables. In our 

study based on the assumption that financial variables react more quickly to shocks 

we start with the ordering: Current Account, Financial Innovation, Inflation, GDP, 
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House Prices and Federal Funds Rate10. However, to ensure the robustness of our 

results a number of different orderings are tried. 

  

1973-2011 

Figure 7 depicts the impulse responses (IRFs) of the variables referred above, where 

the variables are in logs and first differences covering the period 19731Q1 to 

2011Q4. The figure shows the IRFs over 40 quarters for one standard deviation 

shock.  The responses of house prices to the different shocks  are quite large and 

significant.  Inflation and monetary policy seem to have the larger, negative and 

positive effect, respectively11. Financial Innovation also has a positive impact, i.e. the 

higher the innovation the bigger the impact on house prices. Moreover, the response 

of House Prices to GDP is an upward straight line, implying that GDP affects house 

prices positively.12 The other variable of interest the external channel as captured by 

the CA deficit seems to have a rather strong negative effect on house prices.  If the 

foreign direct investment is used instead of the current account the impact on house 

prices is even lower.    

 

 

 

 

 

 

 
                                                           
10

 Sa et al. (2011) have adopted the following variable ordering  : DGP,CPI,federal funds rate, House 
prices, current account, and lastly the credit regulation index. 
11

 In VAR analysis is standard to use movements in short term rates to identify monetary policy shock 
(Christiano et al 1999)  
12

   Moreover, house prices seem to affect GDP more than in the reverse direction, a result also found 
by Goodhart and Hofmann (2008) in the UK. 
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Figure 7. : Impulse Responses for the period 1973-2011  
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1973-2006 

The analysis below is replicated for a shorter period which the latter crisis years.   

The aim is to see whether the previous relationships have been affected by the crisis 

and if yes to what extent.    

Figure 8 shows the impulse responses for the period 1973Q1 to 2006Q4, excluding 

the financial crisis that started in 2007. The general result is that impact of all the 

variables on house price is weaker over the shorter period compared to the findings 

over the longer period.  This is most evident for the credit regulation and the external 

variables, the current account and the foreign direct investment which both exhibit a 

very small impact on house prices.  This result confirms the previous findings of the 

Granger causality tests.   
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Figure 8: Impulse Responses, for the period 1973-2006 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

6.2 Variance Decomposition 
 

 The Variance Decomposition displays and signifies  the amount of information 

provided by every variable assigned to the rest variables in the autoregression. It 
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identifies for each variable separately, the proportion of the forecast error variance 

that can be enlightened by exogenous shocks to the other variables.The ordering of 

the variables is the same one used for the impulse response analysis. Figure 9 

illustrates the VDCs for the period 1973Q1-2011Q4. 

 

Figure 9: Variance Decomposition 1973Q1-2011Q4 

 

 

 

Other than its own shock credit  regulation index is the highest contributor accounting 

for 21% of house price variation.  Monetary policy proxy, the federal fund rate is 

second with 13% closely followed by CPI with 11%.  Current account provides a 

small explanation of real estate price variation of about 5%.  About the same 

magnitude is the impact on GDP.  Interestingly enough the direction of causality 

which seems to run from house price to GDP and the estimated effect is around 9%. 
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Figure 10: Variance Decomposition 1973Q1-2006Q4 

 

 

 

Figure 10 summarizes the VDCs of the same variables as before but it covers a 

shorter period 1973Q1- 2006Q4, i.e. excluding the recent financial crisis.  The effects 

of house prices are very similar to the longer period results except for the current 

account and financial innovation index. It can be clearly seen that the variation of 

credit regulation to house prices has decreased to 5% for the period of 1973-2006. 

Similarly, current account variation to house prices has declined to 4%.  GDP's effect 

seems too unaltered and is about 5%. 
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7. Extension: Vector Error Correction (VEC) 
 

  The Vector Error Correction Model (VEC) is applied in order to capture the long run 

relationships among the variables. The analysis of the Vector Error Correction model 

can be consider as a VAR approach, in which there are cointegrated relations among 

the non-stationary time series. (Sims, 1980, McDonald and Kearny, 1987). The 

existence of cointegrated relations implies the variables are converging to their long 

run equilibrium.    In addition, it also allows for the short-run adjustment dynamics.  

Testing for cointegration is only meaningful in the case of non-stationary series, 

integrated of the same order. As we have checked in section 5.1, all the variables in 

the analysis are non-stationary and integrated of order one.  Below we test for 

cointegration using Johansen test, and confirmed the existence of one cointegrated 

equation at 5% level in trace table and maximum eigenvalue table. These imply that 

our cointegrated variables may be influenced by the error correction mechanism 

(ECM) causing fluctuations in the Granger Causality Tests.  Therefore,  inclusion of 

an error correction term in the VEC model should be used in order to draw correct 

inferences from causality tests (Granger 1988, Toda and Phillips 1993).   

 

   7.1 Cointegration 
 

As have already been discussed the use of non-stationary variables  lead to spurious 

regression. However, this is not always true. In the special case of having two non-

stationary variables I(1), Yt   and Xt ,in a simple model Yt= α + βΧt + ut,  and the 

residual  ut= Yt - α- βΧt  found to be a stationary process I(0) then we could assume 

that the two variables are cointegrated. (Hill et al., 2012) The presence of 

cointegration allows for  the regression to run in levels.  
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In order to test for cointegration, we should simply test for stationarity of the 

residuals. There are two approaches to test for cointegration; the Engle and Granger 

test and the Johansen procedure. The Engle- Granger approach captures just a 

single cointegrated relationship, while the Johansen Maximum Likelihood (ML) being 

a VAR procedure procedure could result in more than one cointegrated relatioships.  

 

‘’The Johansen  procedure can be seen as multivariate generalization of the Dickey-

Fuller test’’ (Enders 2010, p.386) and represented by the following equation: 

ΔΥt = ΠYt-1 + ut 

where: 

Π= (Α- I) 

Α is an square matrix of parameters and  I is the Identity Matrix.   

The matrix Π can be expressed as the product of two matrices: α and β’ 13.  The rank 

of Π equals the number of cointegrating vectors. If Π is zero, implies that the 

variables are not cointegrated as the rank of the matrix will be zero. The Johansen 

procedure tests  if the restrictions indirect by the matrix  Π can be rejected.  

 

The null and alternative hypotheses in the test of cointegration are:  

H0: the series are not cointegrated 

H1: the series are cointegrated  

 

 

 

 

 

                                                           
13

  The β is matrix of  long-run coefficients of the cointegrating vectors,and the α is the matrix of   the 
adjustment parameter and it is similar to an error correction term. 
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Table 6: Johansesn Cointegration test  

 

 

From table 6 it is clear that there exists only one cointegrated vector.  Based on this 

result we proceed to estimate the VEC model.  

  7.2  VEC estimates 
 

To estimate a VEC test all the variables are in levels and are transformed into 

logarithms. As before we use the Choleski identification procedure and experiment 

with different variable ordering to ensure the robustness and comparability of our 

results with the unrestricted VAR.  The Akaike Information Criterio is used to 
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determine the lag-length  which  is  found to be six.  As was the case with the VAR, in 

order to ensure a well specified model we carried out a misspecification testing and 

Granger causality tests.14  Having done this we move to perform IRFs and VDCs.   

 

 7.2.1 Granger Causality Test  

 

Table 7a summarizes the Granger Causality test under a VEC model for the period 

1973-2011, while table 7.b summarizes the granger causality for the shorter period 

(1973-2006) in a six lags base. A slightly different picture of what was found with the 

unrestricted VAR model delivers the Granger Causality test for the longer 

period.Recall that under the VAR model all the variables15 Granger cause house 

prices but the GDP is the only variable that does not cause house prices in the VEC 

model.  Moreover, evidence of bi-directional causality can be traced with house 

prices and with most of the variables, except from the current account and federal 

Funds Rate at 5%.  Over the short period, the results are very different. In the VEC 

model the Credit regulation, GDP, and Federal Funds Rate do not affect house 

prices while Current Account and Consumer Price Index have a significant effect at a 

10% level. On the reverse direction, house prices are only granger cause GDP at 5% 

significance level.   

 

 

 

 

                                                           
14

 For the sake of brevity the results of misspecification tests are not reported here.(see 
appendix 3)  
15

 At the 5% significance level. 



37 
 

 

Table 7a: period 1973-2011      

 

 

 

 

 

 

 

 

 

Table 7b, period 1973-2006 

 

 

 

 

 

 

 

 

 

 

7.2.2 Impulse response and Variance Decomposition in a VEC model,1973Q1-

2011Q4 

 

Figure 11 displays the impulse response analysis for the period 1973Q1-2011Q4. In 

general, the Impulse Response analysis of the VEC delivers a picture that is broadly 

consistent with the picture of the unrestricted VAR.  Specifically, according to the 

Dependent variable: House Price  

Excluded Chi-sq Df Prob. 

CA  29.99092 6  0.0000 

CPI  14.78522 6  0.0220 
Credit 

Regulation  25.87846 6  0.0002 

GDP  5.978932 6  0.4256 
Funds 
Rate  22.09165 6  0.0012 

All  114.4572 30  0.0000 

Independent variable: House 
Price 

 

Depended Chi-sq Df Prob. 

CA  6.685180 6  0.3509 

CPI  21.33631 6  0.0016 
Credit 

Regulation  23.31635 6  0.0007 

GDP  14.85653 6  0.0214 

Funds 
Rate  7.676885 6  0.2627 

Dependent variable: House Price  

Excluded Chi-sq Df Prob. 

CA  17.36345 6  0.0080 

CPI  11.29276 6  0.0797 
Credit 

Regulation  9.172032 6  0.1641 

GDP  3.526852 6  0.7404 
Funds 
Rate  5.422912 6  0.4908 

All  53.81783 30  0.0048 

Independent variable: House 
Price 

 

Depended Chi-sq Df Prob. 

CA  8.863817 6  0.1814 

CPI  10.39209 6  0.1091 
Credit 

Regulation  7.424185 6  0.2834 

GDP  19.98402 6  0.0028 

Funds 
Rate  2.747353 6  0.8398 
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VEC specification Credit Regulation affect current house prices positively, while 

Consumer Price Index and Federal Funds Rate do so negatively. However, there are 

some differences. The major determinant of house prices in both models for the 

period of 1973-2011 is their own past house prices, while in the second position is 

the Federal Funds Rate.  Federal funds rate explains about 11% of real estate 

variation while CPI about 3%.  Moreover, the GDP has lower than 5% explanatory 

power  for both models in the same period. This result is associated with the  findings 

of Tsatsaronis and Zhu, 2004, Gallin, 2003, Annet, 2005 studies   Specifically, GDP 

has very little impact on house prices in the VEC model.  Another important result is 

that Current Account and Credit Regulation have a smaller effect on house prices in 

the VEC specification compared to the VAR model. This result can be verified by the 

variance decomposition analysis of figure 12. Past house prices explain about 55%, 

Credit Regulation 4%, while the Federal Funds rate and Consumer Price Index 11% 

and 3%, respectively. Current account explains only 3% of the variation in house 

prices.  
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Figure 11: Impulse response for 1973-2011 
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Figure 12 

 

 

7.2.3 Impulse response and Variance Decomposition in a VEC model,1973Q1-

2006Q4 

 

The same analysis over the shorter period was performed and the results are 

reported in figure 12 and 13  below.  The broad conclusion that can be drawn is that 

more or less the picture portrayed over the longer period is maintained but now the 

effects are much reduced.  For example, the contribution of the Federal funds rate is 

more than halved compared with its contribution over the longer period. The same 

result also holds for financial innovation while for the contribution of the remaining 

variables register small decreases.  
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Figure 12 

 

 

 

 

 

 

Figure 13 

 

 

 

 

 

 

 

 

 

-5% 
-2% 

2% 1% 

65% 

-5% -10%

0%

10%

20%

30%

40%

50%

60%

70%

P
e

rc
e

n
ta

ge
 

Variation in House Prices 

Current Account

CPI

Credit Regulation

GDP

House Prices

Federal Funds Rate



42 
 

8.  Conclusion 
 

In this study, we empirically examine the key macrodeterminants of house price 

variation in the USA.  The empirical investigation is conducted within well specified 

Vector Autoregressive (VAR) and Vector Error Correction (VEC) frameworks over the 

period 1973Q1-2011Q4.  This approach allows us to study simultaneously the effects 

of a number of macro variables on house prices with special attention to monetary 

policy, current account and capital inflows as well as financial innovation.   

The Federal funds rate turn out to be one of the most consistent and important 

predictor of house prices across different model formulation and time spans.  

Specifically, monetary policy shock accounts for 5%-13% of house price variation 

Inflation also plays a significant role in explaining house price variation but to a lesser 

degree, with contribution of 2%-11% compared to interest rate.  We find also some 

evidence that financial innovation has a significant explanatory power, around 21%, 

at least in the unrestricted VAR over the whole period while its impact is small, 2%-

4% when the crisis is excluded. Small but significant effect on house prices is also 

exerted by the current account and capital inflows,of 4%-5%, with the effect being 

stronger when the crisis is taken into account in the estimation.  In accordance with 

other studies, GDP explanation is either small or insignificant. 

In a nutshell, our study suggests that monetary policy, capital inflows and financial 

innovations play a role in determining house prices in the USA.  Nevertheless, the 

robustness of our results as well as a better understanding of the interactions of 

these variables with house prices could be further enhanced if more work is devoted 

in developing better and more accurate indicators of the latter two variables.  

Specifically, for financial innovation an indicator that captures more adequately 

mortgage securitization would most probably have rendered it a higher explanatory 

power.  The same can be said for capital inflows; instead of using either the broader 
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concepts of current account or foreign direct investment, we can narrow them down 

to a more relevant component, namely foreign investment directed in real estate in 

the USA.       
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Appendix 2 
Table 3: First Difference Phillips Perron and KPSS tests with intercept  

 

Variable Lags Phillips-Perron Test 

Statistic 

5% critical value KPSS Test 

Statistic 

5% critical value 

Variables are in logs 

(except current 

account) 

 No 

Trend 

Trend No 

trend 

Trend No 

trend 

Trend No 

Trend 

Trend 

          House prices 8 -7.09 -7.64 -2.88 -3.44 0.36 0.09 0.46 0.15 

CPI 8 -4.46 -6.48 -2.88 -3.44 1.04 0.17 0.46 0.15 

Credit 8 -11.88 -11.88 -2.88 -3.44 0.17 0.07 0.46 0.15 

Money M1 8 -9.71 -9.70 -2.88 -3.44 0.20 0.14 0.46 0.15 

Federal Funds Rate  8 -11.50 -11.62 -2.88 -3.44 0.26 0.05 0.46 0.15 

GDP 8 -8.43 -8.43 -2.88 -3.44 0.15 0.10 0.46 0.15 

Current Account 8 -12.11 -12.06 -2.88 -3.44 0.07* 0.07 0.46 0.15 

Credit Regulation 8 -4.06 -4.34 -2.88 -3.44 0.43* 0.07 0.46 0.15 
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 Appendix 3 
 

 VEC MODEL: 

A) Serial Correlation test  
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B) Stability Test  

 

 

 

 

 

 

 

 

 

                         1973Q1-2011Q4 1973Q1-2006Q4   

Lags LM-Stat Prob 

1  58.17216  0.0111 

2  87.48724  0.0000 

3  57.34496  0.0133 

4  74.36466  0.0002 

5  35.26593  0.5033 

6  64.67067  0.0023 

7  40.38697  0.2825 

Probs from chi-square with 36 df. 

Lags LM-Stat Prob 

1  37.14860  0.4159 

2  44.66749  0.1523 

3  66.00895  0.0017 

4  55.99923  0.0179 

5  38.70184  0.3486 

6  33.75689  0.5757 

7  49.76653  0.0632 

Probs from chi-square with 36 df. 
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C)  Homoskedasticity test  

 

 

 
 
 

1973Q1-2011Q4                                                                                          1973Q1-2006Q4 

Appendix 4 
Table 7.A: VEC estimates for 1973-2011 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Chi-sq df Prob. 

 2362.702 2310  0.2179 

Chi-sq df Prob. 

 2424.847 2310  0.0472 
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